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1. Introduction

Why believe in the a priori? The answer is clear: there are many examples, drawn from mathematics, logic and philosophy, of knowledge that does not seem to be empirical. It does not seem possible that this knowledge could be justified or revised “by experience.” It must be justified in some other way, justified a priori.


So we have a motivation for the a priori. But there is severe problem: the a priori seems deeply obscure. What is it for a belief to be justified a priori? What is the nature of this nonempirical method of justification? Without satisfactory answers the a priori is left mysterious.


In other works I have defended the naturalistic view that there is no a priori by attempting to undermine the motivation for the a priori and by demonstrating its obscurity (1996, 1998, 2002, 2005a,b).
 In this paper, I shall summarize this attempt and then develop it further. 

But I start with two preliminaries. First, what is the empirical method of justification? An answer starts from the metaphysical assumption that the worldly fact that p would make the belief that p true. The empirical justification of the belief is then to be found in its relationship to experiences that the worldly fact would cause. Justified beliefs are produced and/or sustained by experiences in a way that is appropriately sensitive to the way the world is. This is very brief and we shall return to the question later. Still it is hard to say much more.

Second, our concern with the a priori is with the justification of beliefs not primarily with their source. Experience is clearly not the source of many mental states: they are innate. Perhaps some of these are beliefs. I rather doubt this but suppose, nonetheless, that some were. That would raise two interesting questions. Could these innate beliefs be innately justified – justified, but not by the experiences of the believer - in a naturalistically respectable way? If so, would that justification fit the empirical model of justification we have briefly sketched?


There seem to be two naturalistically respectable possibilities for innate justification. The first starts with a belief of some of our distant ancestors,  a belief formed as a result of experiences that justified it in the normal empirical way. Now suppose that the belief is extremely beneficial to the survival of those that hold it. Then there might be a process of natural selection leading in time to that belief being innate. That alone would not make the belief innately justified because its beneficial effects may have nothing to do with whether it is true; for example, one could imagine false religious beliefs being beneficial to survival. But suppose that the belief is as a matter of fact true and that it was because it was true that it was beneficial and hence selected for. Such an innate belief would have been produced by a reliable mechanism and I think we should count it as innately justified; this selection process would be a reliable way for us to inherit the justificatory work of those distant ancestors. And I think that this justification would fit the empirical model well enough.


It is worth noting that such innately justified beliefs would be a bit analogous to justified beliefs formed on the basis of testimony; for example, to learning that it is raining from someone reliable who has just experienced the rain. Of course, hearing testimony is an experience whereas receiving beliefs through your genes is not. Still in each case the believer’s justification would be in a sense indirect, not coming from experiences directly produced by the worldly fact that makes the belief true.

The second possibility does not seem to fit the empirical model.
 Again we start with a true belief of some of our distant ancestors. This time, however, they held that belief “by accident” without any proper empirical justification at all.  The story then continues as before: suppose that because the belief is true it is extremely beneficial; it is then selected for and so becomes innate. Now if this belief is to count as justified, the justification must come entirely from the process of natural selection itself. No experiences of the worldly fact that makes the belief true played a role in producing or sustaining the belief in those distant ancestors: they simply happened on this belief which was beneficial because true and which was then selected for. Once again the belief would seem to have been produced by a reliable mechanism and should, I think, be counted as innately justified. Whereas the earlier first possibility is of an empirical justification being inherited by natural selection and so fits the empirical model well enough, this second possibility is of a justification by natural selection itself and so does not seem to fit the model at all.


I doubt that there are any innate beliefs and doubt even more that there are any that are innately justified in either of these possible ways, But if some were innately justified in the second possible way, a naturalistic philosopher would have to broaden his view of acceptable justification beyond empirical justification (as usually conceived). But this broadening would not give us anything like a priori justification (as usually conceived).
 I shall ignore this possibility in what follows.

2. Undermining the Motivation

2.1. The Naturalistic Alternative Summarized

The task in undermining the motivation for the a priori is to show how the troublesome examples of allegedly a priori knowledge might be accounted for naturalistically. I have attempted this, drawing on Quine (1961, 1966, 1969, 1975) and before him Duhem (1954). In brief, the key is breaking free of a naive atomistic picture of justification. We must view justification in a more holistic way: beliefs, even whole theories, do not face the tribunal of experience alone, but in the company of auxiliary theories, background assumptions, and the like. Such holism is well-supported by the revolution in the philosophy of science inspired by Thomas Kuhn (1970). In light of this holism, it is argued, we have no reason to believe that whereas scientific propositions, which are uncontroversially empirical, are confirmed in the holistic empirical way, the propositions of mathematics, logic, and philosophy are not; no reason to believe that there is a principled basis for drawing a line between what can be known this way and what cannot; no reason to believe that there is, in Quine’s vivid metaphor, a seam in the web of belief.


I shall develop this view by considering in turn, in more detail, the problems posed for it by mathematics, philosophy, and logic.
2.2 Naturalism and Mathematics


Obviously, these brief remarks scarcely begin to solve the epistemological problem of mathematics. There are two reasons why this is not a great concern to the project of undermining the motivation for the a priori. First, as Georges Rey (1998) is fond of pointing out, we are not close to solving the epistemological problem of anything.
 Since we do not have a serious theory that covers even the easiest examples of empirical knowledge - examples where experience plays its most direct role - the fact that we do not have one that covers the really difficult examples from mathematics hardly reflects on the claim that these are empirical too. We all agree that there is an empirical way of knowing. Beyond that, the present project needs only the claim that the empirical way is holistic. We have no reason to believe that a serious theory would show that, whereas empirical scientific laws are confirmed in the holistic empirical way, the laws of mathematics are not.

Second, there is a special reason for not expecting the epistemological problem of mathematics to be anywhere near solved: the metaphysical problem of mathematics - what mathematics is about - remains so intractable. How could we solve the epistemological problem when we remain in such darkness about the metaphysical one? The point is that we no longer have any reason to think that, if we solved the metaphysical problem, the epistemological problem would not be open to an empirical solution.


I emphasize that this is not the claim that we now have anything close to an empirical justification of a mathematical proposition. It is the much weaker claim that we now have no good reason to think that such a justification could not be given. The weaker claim is all that is needed to undermine the motivation for the a priori. Furthermore, I am not denying the striking epistemological differences between mathematics and science. (i) There is an obvious difference between observing and inferring, and an obvious difference between inferring deductively and inferring nondeductively or “ampliatively.” Where mathematical justification largely involves deductive inferences from “self-evident” assumptions in proofs, scientific justification largely involves ampliative inferences from observations in experiments. But the claim is that all these differences could be accommodated in the naturalistic picture; for example, that the justification of the self-evident assumptions could be empirical. (ii) Despite the holistic story, a scientific claim – even, say, the general theory of relativity - seems to answer fairly directly to certain evidence in a way that a mathematical claim does not. Nonetheless, the naturalist urges, this difference is just a matter of degree.

2.3 Naturalism and Philosophy
George Bealer rightly points out that “in philosophy, the use of intuitions as evidence is… ubiquitous…these intuitions…determine the structure of contemporary debates in epistemology, metaphysics, and philosophy of logic, language, and mind.” He goes on to say that “in our context when we speak of intuition, we mean ‘rational intuition’ or ‘a priori intuition’” (1999, p. 30). This view of intuitions is, of course, fairly standard in philosophy. Indeed, it is common to suppose that only if intuitions are a priori can they play their evidential role in the characteristic “armchair” method of philosophy. From the naturalistic perspective, this common thought is mistaken. We have no need to see philosophical intuitions as a priori. We can see them as being members of a general class of empirical intuitions.

Consider these empirical intuitions. They are judgments that are empirical theory-laden “central-processor” responses to phenomena, differing from many other such judgments only in being immediate and unreflective, not based on any conscious reasoning. These intuitions are surely partly innate in origin but are usually and largely the result of past reflection on a lifetime of worldly experience.


We are often right to trust a person’s intuitions as evidence about some kind we are investigating. But we should trust them only to the degree that we have confidence in the person’s empirically based expertise about that kind. Sometimes the folk may be as expert as anyone: intuitions laden with “folk theory” are the best we have to go on. Perhaps this is the case for a range of psychological kinds. For most kinds, it clearly is not: we should trust intuitions laden with established scientific theories. Consider, for example, a paleontologist in the field searching for fossils. She sees what seems to be a bit of white stone sticking through grey rock, and thinks “a pig’s jawbone”. This intuitive judgment is quick and unreflective. She may be quite sure but unable to explain just how she knows.
 We trust her judgment in a way that we would not trust folk judgments because we know that it is the result of years of study and experience of old bones; she has become a reliable indicator of the properties of fossils. Similarly we trust the intuitions of the physicist over those of the folk about many aspects of the physical world where the folk have proved notoriously unreliable. And recent experiments have shown that we should have a similar attitude to many psychological intuitions. Thus, the cognitive psychologist, Edward Wisniewski, points out that “researchers who study behavior and thought within an experimental framework develop better intuitions about these phenomena than those of intuition researchers or lay people who do not study these phenomena within such a framework. The intuitions are better in the sense that they are more likely to be correct when subjected to experimental testing” (1998, p. 45).

Even where we are right to trust an intuition in the short run, nothing rests on it in the long run. We can look for more direct evidence in scientific tests. In such a scientific test we examine the reality the intuition is about; for example, we examine the paleontologist’s white stone. These scientific examinations of reality, not intuitions about reality, are the primary source of evidence. The examinations may lead us to revise some of our initial intuitions. They will surely show us that the intuitions are far from a complete account of the relevant bit of reality.


Intuitions often arise in “thought experiments.” Instead of real experiments that confront the expert with phenomena and ask her whether they are members of the kind F, we confront her with descriptions of phenomena and ask her whether she would say that they were members of  F.
 These thought experiments provide valuable clues to what the expert would intuitively identify as an F or a non-F if given the opportunity. They can do more: the descriptions that elicit the expert’s response indicate richer intuitions that can be a useful guide to the nature of Fs. Some experiments may be difficult, perhaps impossible, to perform other than in thought. Valuable and useful as thought experiments may be in practice, they are dispensable in principle: we can make do with real experiments. And thought experiments call on the same empirically-based beliefs about the world as real experiments, and their results have the same empirical status.


In light of this, turn now to philosophical intuitions and the “armchair” method of philosophy. The traditional explanation of this method, illustrated by Bealer, is that philosophers are conducting thought experiments that probe their concepts to yield a priori rational intuitions; they are doing “conceptual analysis.” The naturalistic explanation accepts that philosophers are conducting thought experiments but construes these differently. The philosophers are not probing concepts but rather intuitions about kinds. This is just as well because knowledge of concepts, being a species of semantic knowledge, is very hard to come by. In contrast, philosophers have acquired considerable knowledge of many kinds over a lifetime of acquaintance with them. The philosophers’ intuitions that draw on this knowledge are not a priori but empirical. The philosophers are conducting thought experiments of the sort just described, counting themselves as experts about the kind in question. Thus, consider “the analysis of knowledge,” a famous example of the method and one that Bealer discusses (1992, p. 100). The philosopher, as expert as anyone in identifying cases of knowledge, confronts descriptions of epistemic situations and considers whether the situations are cases of knowledge. On the basis of these empirical intuitions about cases the philosopher constructs an empirical theory about the nature of knowledge. The naturalist does not deny armchair intuitions a role in philosophy but does deny that their role has to be seen as a priori: the intuitions reflect an empirically-based expertise in the identification of kinds.


So I am urging that philosophical intuitions should be seen as empirical central-processor responses to phenomena. This view has the great advantage of being theoretically modest: it treats these intuitions like intuitions in general. It accommodates the evidential role that intuitions play in philosophy without resort to the a priori.
2.4 Naturalism and Logic
The naturalistic alternative seems to face a difficulty with logic. For, on this alternative, experience justifies beliefs in the interior of the web via logical links with beliefs at the periphery, via logical links with beliefs “close to experience.” But these justifications depend on the logical links themselves being justified: clearly a belief is not justified by other beliefs unless those others give it genuine support.  And, many will claim, the justification of these links could not come from experience; it has to be a priori. Laurence BonJour has put the problem vividly:
if there is no a priori insight...no prediction will follow any more than any other... any...sort of connection between the parts of the system will become essentially arbitrary. (2001b, p. 679)

the rejection of all a priori justification is tantamount to intellectual suicide. (2001a, p. 626)

In brief, the problem is that logic must be seen as a priori because we need logic to get evidence for or against anything.


To assess this problem we need to start with an important distinction. On the one hand, there are the rules that govern a person’s practice in forming beliefs, that constitute her “evidential system” (Field 1996, 1998). These must include rules for forming beliefs from perceptual experiences and the logical rules that concern us here, rules for inferring one belief from another. On the other hand, there are assumptions or theories about such rules. Thus it is one thing for a rule of inference R – for example, modus ponens - to be among the rules that govern a person’s thinking, it is another thing to theorize that R does so govern.
 And it is also another thing to theorize about R’s justification. So we have two types of epistemological theorizing about R that contrast with the epistemic activity of inferring according to R. The first type of theorizing is a piece of descriptive epistemology, the second, a piece of normative epistemology. The normative concern about the justification of R is with whether it gives epistemic warrant to its conclusion when it operates on true premises; the concern is whether it is a good rule. 


A belief we form about the epistemic status of a rule, like any other belief, raises an epistemic question: Is the belief justified? To avoid confusion, I shall in future talk of the goodness of rules rather than of their justification, and continue to talk of the justification of beliefs.

Against this background, we can now frame the issue. It is clearly the case that for beliefs arrived at by a process governed by R to be justified then the following must be true:


TR: R is a good rule.

And the issue is: What is the justification of TR? How do we know that R is a good rule? 

We have seen that BonJour thinks that the justification must be by an a priori insight or rational intuition. And so too does Bealer (1992, pp. 100-102; 1999, pp. 30-34) who describes the intuition as an “intellectual seeming.” This view may seem appealing if R is a rule of deductive logic like modus ponens. For we do at least have a lot of insight into deductive rules. But many, perhaps most, of the rules that govern our epistemic practices are ampliative rules. And these are rules that we don’t have much insight into, whether a priori or not. We can, of course, wave our hands and talk of enumerative induction, abduction, simplicity, and the like, but we are unable to characterize these in the sort of detail that would come close to capturing the rules that must constitute our actual evidential systems; for example, we are unable to specify when an explanation is good, let alone the best, or when we should take the belief that all observed Fs have been G to justify the belief that all Fs are G. Aside from that, some of these vague rules are controversial; for example, scientific realists love abduction, Bas van Fraassen does not. In sum, when we move beyond deduction, we have few if any specific and uncontroversial rules to be insightful about. The nonskeptics among us will share the very general insight that, whatever the rules that govern our epistemic practices may be, those rules are for the most part good. So, if S is the sum of these largely unknown rules, if S is our evidential system, we believe 

TS: The rules in S are for the most part good. 


Now if the claim facing the naturalist is that TS is justified a priori the claim hardly seems tempting, given that we don’t know what S is. It seems more plausible to view our general insight that TS is true as supported by the empirical success of S, whatever S may be. Similarly, someone afloat on a boat may not know the methods by which it was built but, noting its seaworthiness, infers that the methods, whatever they were, are good. In sum, when we focus on the largely unknown ampliative parts of S, our confidence in S seems as empirical as anything. To that extent, TS does not even appear to be justified by a priori insight.


Be that as it may, it will be thought that, at least, our insights into specific deductive rules like modus ponens are a priori. But why must we see the support for the deductive rules as different in principle from that for the ampliative rules? We need to have confidence in S as a whole if we are to avoid skepticism. We can see that confidence as coming from the overall empirical success of S. Then the justification of our belief in the deductive parts of S is no different in principle from that in the ampliative parts. Similarly, all parts of S are empirically revisable. Thus, suppose that experience leads us to abandon TS in favor of TS’, a theory that recommends an evidential system S’ built around a nonclassical logic. Then clearly we should use S’ instead of S. In this way our logical practices are themselves open to rational revision in the light of experience.
 These practices are far from “arbitrary”: they are recommended by an experience-based epistemology.


This raises what may seem to be the most serious problem for naturalism. On the one hand, I talk of TS being justified by the empirical success of S. Yet that alleged justification must come via S itself. So, the attempt to support TS seems circular. On the other hand, I talk of the possibility of experience leading us to abandon TS in favor of TS’. Yet experience must be brought to bear on TS by using S and so could not show that TS is false and hence that we ought not to use S. The attempt to refute TS seems self-defeating.

A naturalist might attempt to respond to this by appealing to Quine’s famous metaphor of Neurath’s boat. Quine likens our web of belief to a boat that we continually rebuild whilst staying afloat on it. We can rebuild any part of the boat - by replacement or addition - but in so doing we must take a stand on the rest of the boat for the moment. So we cannot rebuild it all at once. Similarly, we can justify or revise any part of our knowledge but in so doing we must accept the rest for the time being. So we cannot justify or revise it all at once. So the claim that one of S’s rules, say R, is good or not could be supported by an argument that uses other rules of S but not R itself; thus, perhaps one could use inductive and deductive rules to justify the view that abduction should or should not be revised. There would be nothing circular or self-defeating about that. So if we could do that for claims about each rule of S in turn, we could justify or revise TS without circularity or self-defeat. And the justification or revision would be naturalistically kosher.

This is an attractive idea but I doubt that such a justification or revision of an epistemic rule would be generally available. In thinking about this it is important to remember that S must include rules governing its own potential replacement, rules governing the choice between TS and its rival TS’ that recommends a different system S’. It is hard to see how these rules, vaguely indicated by the Neurath metaphor, could themselves be justified or revised in the Neurath way.


In what follows I shall consider only the circularity problem, setting aside the self-defeat problem.
 We must start by distinguishing “premise-circularity” from “rule-circularity.” An argument is premise-circular if it aims to establish a conclusion that is assumed as a premise in that very argument. Premise-circularity is obviously reprehensible. But my argument for TS is not guilty of it because it does not use TS as a premise. An argument is rule-circular if it aims to establish a conclusion that asserts that the rules used in that very argument are justified. My argument tries to establish TS which asserts the justification of S, the system used in that argument to establish TS. So the argument is certainly rule-circular. Guided by the Neurath image, the argument accepts the non-epistemological part of our web for the moment and seeks to justify the epistemological part, TS. And that justification is governed by just the same rules that govern the justification of anything, the rules of S.


Rule circularity is not obviously reprehensible and some think it is not reprehensible at all (Papineau 1993; Psillos 1999). But there are two reasons for concern about it brought out nicely by Paul Boghossian (2000; 2001). The first reason is that even though rule circularity is not blatantly question begging like premise circularity it still has a question-begging air. For, in general, an argument for some conclusion can be criticized “either by questioning one of its premises or by questioning the implicated rule of inference R” (Boghossian 2000, p. 246). If R is questioned, one would have to defend it by justifying the belief that it is a good rule: one would have to justify TR. So in the rule-circular case where the conclusion of the argument is TR itself, the use of R may seem to beg the question. At least, as Boghossian points out (2000, pp. 251-253) drawing on Michael Dummett (1991, p. 202), it seems to beg the question of the skeptic who genuinely doubts TR. Yet it is not clear that it begs the question of someone who does not doubt TR but is simply looking for a justification for his belief in it.

The naturalist may feel that he need lose no sleep over failing to satisfy the skeptic. But then there is the second reason for concern about rule circularity, what Boghossian calls “bad company”: “unless constraints are placed on the acceptability of rule-circular arguments,…we will be able to justify all manner of absurd rules of inference,” for example Prior’s notorious rule of ‘tonk’-introduction (2000: 247). As Crispin Wright says, “a rule-circular ‘justification’ would seem to be available for any rule whatever” (2001, p. 50). This is unacceptable: we clearly do need some constraint on rule-circular arguments. 

So more work needs to be done on the legitimacy of rule-circularity.
 But this should not be a cause for rejoicing among apriorists. First, it has not been shown that rule circularity is always illegitimate or that it is illegitimate in the naturalist’s argument for TS. Second, and more important, any justification that the apriorist might offer of TS would also involve a sort of rule-circularity. Consider the rationalists, BonJour and Bealer, for example. According to them we form some beliefs on the basis of a priori intuitions or intellectual seemings, a process that is analogous to the uncontroversial forming of beliefs on the basis of perception. One respect in which the processes are analogous is that they are both noninferential. We might crudely state the rule for the perceptual process:

P: In normal conditions, if you have a perceptual experience that p – if it perceptually seems to you that p - then believe that p.
The rationalist idea is that there is also a rule that we might crudely state:
I: In normal conditions, if you have an a priori intuition that p – if it intellectually seems to you that p - then believe that p.
So, according to the rationalist, I is part of our evidential system S and hence is one of the rules that TS claims to be good. Now the rationalist is as obliged to justify TS as the naturalist. How could he do that? He would have to appeal ultimately to a priori intuitions. And that is indeed what BonJour and Bealer do appeal to, as already noted. So the rationalist justification of TS uses I, one the very rules that, according to the rationalist, TS claims to be good. So the justification is rule-circular.


The moral of this is that any justification of an epistemological belief in our evidential system, including our logic, whether apriorist or naturalist, will be rule-circular (assuming that the Neurath way fails). So it is no skin off the nose of my project in this part of the paper that the naturalist justification must be rule-circular. For, that project is to undermine the motivation for thinking that that there must be a priori knowledge by showing that all beliefs could be justified empirically. Manifestly, the fact that any naturalist’s justification of the epistemological belief must be rule-circular provides no motivation for the a priori given that any apriorist’s justification must also be rule-circular. Of course, there would be a motivation if it could be established that the apriorist’s rule-circularity is legitimate but the naturalist’s is not. But the chances of finding a non-question-begging argument to this effect seem close to nil. So the project is intact.

Everyone agrees that there is an empirical way of knowing. The Duhem-Quine thesis, supported by the history of science, is that this way of knowing is holistic. I have argued that we have no good reason to think that our troublesome knowledge of mathematics, philosophy, and logic, could not be accommodated within this holistic empirical picture. We are far short of a detailed epistemology for this knowledge, of course, but we are far short of a detailed epistemology for any knowledge. Now, if I am right about all this, we have clearly removed the theoretical need to seek another, a priori, way of knowing. This is the first part of the case against the a priori, but it cannot stand alone. The rest of the case is that the whole idea of the a priori is deeply obscure.


Many will remain unconvinced of the possibility of an empirical justification of the troublesome knowledge and will continue to think that the justification of this knowledge must be a priori. This thought would be rational if there were any grounds for optimism about the a priori. But, I shall now argue, there are no such grounds, only grounds for pessimism. If this is right, it is not rational to believe in the a priori. 

3. Demonstrating the Obscurity
3.1 What Is A Priori Knowledge?
The aim in this part is to show that the whole idea of the a priori is too obscure for it to feature in a good explanation of our knowledge of anything. If this is right, we have a nice abduction: the best explanation of all knowledge is an empirical one.


We are presented with a range of examples of alleged a priori knowledge. But what are we to make of the allegation? What is the nature of a priori knowledge? We have the characterization: it is knowledge “not derived from experience” and so not justified in the empirical way; “a warrant…is a priori if neither sense experiences not sense-perceptual beliefs are referred to or relied upon to contribute to the justificational force particular to that warrant” (Burge 1998, p. 3). But what we need if we are to take the a priori way seriously is a positive characterization, not just a negative one. We need to describe a process for justifying a belief that is different from the empirical way and that we have some reason for thinking is actual. We need some idea of what a priori knowledge is not just what it isn’t.


Why? After all, I have been emphasizing how little we know ultimately about empirical justification. So why pick on the a priori?
 The answer is that there are two crucial differences in the epistemic status of the two alleged methods of justification. First, the existence of the empirical method is not in question: everyone believes in it. In contrast, the existence of the a priori way is very much in question. Second, even though we do not have a serious theory of the empirical way, we do have an intuitively clear and appealing general idea of this way, of “learning from experience.” It starts, as noted (sec. 1), from the metaphysical assumption that the worldly fact that p would make the belief that p true. A belief is justified if it is formed and/or sustained by the experiences of a mind/brain in a way that is appropriately sensitive to the putative fact that p. Many instruments - thermometers, voltmeters, etc. - are similarly sensitive to the world. Of course, the mind/brain differs from these instruments: beliefs are much more complex than the “information states” of instruments and their sensitivity to the world is mediated, in a holistic way, by many others. Still, the mind/brain is similar enough to the instruments to make empirical justification quite unmysterious, despite the sad lack of details. In contrast, we do not have the beginnings of an idea of what the a priori way might be; we lack not just a serious theory but any idea at all. 
3.2 The Traditional Analyticity Explanation
The difficulty in giving a positive characterization of a priori knowledge is well-demonstrated by the failure of traditional attempts based on analyticity. A typical example of alleged a priori knowledge is our belief that 

(B) All bachelors are unmarried. 
Now, according to the tradition, 
(1) The content of the concept <bachelor> is the same as that of <adult unmarried male>,
thus making (B) analytic. This seemed promising for an account of a priori knowledge because it was thought that, simply in virtue of having a concept, a person was in possession of “tacit knowledge” about the concept; in virtue of having <bachelor>, a person tacitly knew (1). So a person’s conceptual competence gave her privileged “Cartesian” access to facts about concepts. The required nonempirical process of justification was thought to be one that exploited this access, a reflective process of inspecting the contents of concepts to yield knowledge of the relations between them which in turn yielded such knowledge as (B). This alleged process is that of “conceptual analysis.” 


Even if we grant that we have this Cartesian access to conceptual facts like (1), the account fails. For how would a person get from (1) to (B)? By arguing along the following lines. From (1) she infers

(2) The content of <All bachelors are unmarried> is the same as that of <All adult unmarried males are unmarried>

From this and
(3) <All adult unmarried males are unmarried> is true,
we can then infer

(4) <All bachelors are unmarried> is true,

and hence conclude (B). But where did the justification of (3) come from? It does no good to say, rightly, that the <All adult unmarried males are unmarried> is a logical truth, for what justifies logical truths? Logical truths were, of course, one of the main things that we were supposed to know a priori. Yet, no satisfactory nonempirical account has ever been given of how we could justify logical truths. And what about the inferences in this argument? (B) will be justified only if the view that these inferences are good is justified (2.4). Where does that justification come from? Without an answer to these questions about the justification of logic we have still not explained a nonempirical way of knowing.


In any case, we should not grant the Cartesian view that conceptual competence gives privileged access to contents, despite its great popularity. I urge a much more modest view of competence according to which it is an ability or skill that need not involve any tacit theory, any semantic propositional knowledge; it is knowledge-how not knowledge-that (1996). Why then should we believe the immodest Cartesian view, particularly since it is almost entirely unargued?


The content of a person’s thought is constituted by relational properties of some sort: “internal” ones involving inferential relations among thoughts and “external” ones involving certain direct causal relations to the world. Take one of those relations. Why suppose that, simply in virtue of her thought having that relation, reflection must lead her to believe that it does? Even if reflection does, why suppose that, simply in virtue of that relation partly constituting the content of her thought, reflection must lead her to believe that it does? Most important of all, even if reflection did lead to these beliefs, why suppose that, simply in virtue of her competence, this process of belief formation justifies the beliefs, or gives them any special epistemic authority, and thus turns them into knowledge? These suppositions seem gratuitous. We need a plausible explanation of this allegedly nonempirical process of belief formation and justification.

Of course, if one were justified in believing (1), and took logic for granted, then one would have a route to justifying <All bachelors are unmarried> other that the usual empirical route arising from experiencing the nonsemantic world. But the point is that there is no reason to believe in a Cartesian route to justifying (1). The route to justifying (1) would be that of empirical semantics.
 


This having been said, the naturalist may, from the perspective of a reliablist epistemology, have to allow a truth in the traditional explanation, albeit not one that is any help to the a priori.
 Suppose that (1), or something similar, really were the case. Then anyone who has the concept <bachelor> might be disposed to believe the necessary proposition <All bachelors are unmarried>. She might be disposed to believe this even though she did not have the Cartesian access to her concepts that would yield semantic knowledge of (1) (or, indeed, an empirical semantic theory that would yield this knowledge). She might be disposed to believe it simply in virtue of the fact that <unmarried> did partly constitute <bachelor>. A consequence of this is that acquiring <bachelor> would be a reliable way of coming to this true belief. So, a reliablist must then allow that her belief is justified (although, of course, she does not know its justification). That would be a truth in the traditional explanation. But this is no help to the a priori. It would show that the empirical process of acquiring a concept involved a process that justifies a necessary belief. But that justification does not differ in any epistemologically significant way from the empirical justification of a contingent belief, for example of <All bachelors are envied>: there is still no Cartesian route to justification. Just the same sort of empirically reliable mechanism must be in place in both cases for the beliefs to be justified. The difference between the cases is strictly semantic: if the mechanism appropriate for the justification of <All bachelors are unmarried> is not in place, then the person will not have the concept <bachelor> and hence will not even entertain that proposition; there is no analogue of this with <All bachelors are envied>.
 

Let us turn now to the views of some contemporary apriorists as further evidence of the difficulty of explaining the a priori. I think that we can predict that any attempted explanation will involve Cartesianism and/or taking logic for granted. And if the a priori is left unexplained, it is left mysterious, even mystical.

3.3 Christopher Peacocke
Peacocke follows the tradition in thinking that the sort of understanding that comes with possessing a concept yields a priori knowledge: “it is intuitive that understanding makes available some a priori ways of coming to know propositions” (2005, p. 751). “The theory of possession conditions is the crucial resource on which truth-conditional theories need to draw in explaining why certain ways of coming to know are a priori ways” (p. 753). He proposes what he calls a “metasemantic theory of the a priori” which is illustrated in the following claim about conjunction: “the possession condition for the concept of conjunction...will entail that thinkers must find the transition from A&B to A compelling” (p. 753). Peacocke thinks that this compulsion reflects tacit knowledge of the nature of the concept that can yield a priori knowledge of the inference from A&B to A. “The moderate rationalist holds that any case of a priori status can be explained as such by appeal to the nature of the concepts involved in the content known a priori” (p. 755).

I do not question the compulsion that comes with understanding conjunction.  But what is left unexplained is how this compulsion, or anything else about the possession conditions of the concept of conjunction, yields the justification that would turn a belief in the inference from A&B to A into knowledge. Peacocke’s account presupposes a Cartesian access to the possession conditions of a concept, an access which I have just argued that we have no reason to believe that we have. But even if we went along with this Cartesianism, it is unclear where the justification would come from. Thus suppose that a person has Cartesian access to the fact that a certain inferential role constitutes the content of a concept. And suppose that this inferential role makes the concept a concept of conjunction. How would that justify the person’s view that an inference from A&B to A is good? How do we get from knowledge of the content of a concept to knowledge of logic? It is hard to see how an answer to this will not take our knowledge of logic for granted.

In sum, I think that Peacocke’s account suffers from the same defects as the traditional one.
3.4 George Bealer
For Bealer, as we have noted, a priori knowledge arises from “rational intuitions,” “intellectual seemings.” He emphasizes that these intuitions have a particular phenomenology: “After a moment’s reflection you ‘just see’” the truth of De Morgan’s Law (1992, p. 103; see also p. 107; 1999, p. 30). But what justifies these allegedly a priori intuitions? Bealer, like Peacocke, looks to our grasp of concepts for the answer: the tie “between intuitions and the truth…is simply a consequence of what, by definition, it is to possess – to understand – the concepts involved in our intuitions (1999, pp. 29-30). Bealer distinguishes possessing a concept merely “nominally” from possessing it “determinately.” Possessing it nominally is compatible with the sort of “misunderstanding” exemplied in Tyler Burge’s case (1979) of someone who wrongly thinks that arthritis can be in the thigh; and with the sort of “incomplete” understanding exemplified in Burge’s case of someone who does not know whether or not a contract must be written. But such misunderstanding or incomplete understanding is incompatible with possessing a concept determinately (1999). In other words, determinate possession requires having a true theory of what the concept is about. Bealer then sets out to give an account of determinate possession. His sensitivity to various problems leads, over many pages, to an account that is fiendishly complicated (pp. 38-47). However, I think that we can abstract from these complications.

But, first, a word on the phenomenology. Bealer places a good deal of weight on the phenomenology of having what is thought to be an a priori intuition. This is common among apriorists; see, for example, Alvin Plantinga (1993, p. 106). What needs to be emphasized is that nothing in the experience of having an intuition supports the view that it is a priori or, indeed, supports any view of what justifies the intuition. In particular, it does not show that the insight is not justified in a holistic empirical way. This theoretical issue is way beyond anything in the phenomenology.

Turn now to Bealer’s account of the determinate possession of a concept. We can abstract from the complications of this account because everything hinges on one key aspect of it: the view that if having intuition I is partly constitutive of possessing concept C (in the sense defined/ explained), and a person possesses C and has I, then I is true. And, of course, Bealer thinks that there are such concepts and intuitions (otherwise there would be no a priori knowledge). Suppose that this were so. Why would I be justified? More importantly, what would make that justification a priori? The truth in the traditional analyticity explanation that we allowed earlier (3.2) shows how the justification could be empirical. Coming to possess C is an empirical process. If having I is partly constitutive of possessing C then we could find the justification of I in that empirical process. The very same empirical process leads to both the justification and the possession. Clearly if the justification of I is to be a priori it has to be found in some other process.

Bealer owes us an account of this a priori process. It is helpful to compare what one supposes he must say with the traditional explanation of the a priori. On that explanation, first, Cartesian access was alleged to yield knowledge of the relation between, say, <bachelor> and <unmarried>; see (1). To get from this to the knowledge that all bachelors are unmarried, (B), we needed, second, to apply knowledge of logic. I objected to both of these features. I take it that if Bealer has an explanation of a priori justification it must be a two-step one also, but one resting solely on Cartesian access and hence able to do without the appeal to logic. First, simply in virtue of possessing C a person must tacitly know that having I is partly constitutive of this possession and, second, hence must tacitly know that I is true. Now even if one thinks that people have some Cartesian access, it would be bold indeed to think that they have this much. Thus, suppose that we grant the first step, how do we make the massive leap to the truth of I that comes with the second? Remember that Putnam (1975) and two-factor theorists have proposed theories according to which having certain beliefs (e.g. that all lemons are yellow) is partly constitutive of possessing a concept even though the beliefs may be false. Yet, according to the explanation we are attributing to Bealer, simply in virtue of possessing C and hence knowing that the possession is partly constituted by having I, a person must thereby know that I is true, thus falsifying the semantic theories of Putnam and others. This is very hard to buy. Indeed, it would really amount to little more than the claim that I simply is justified a priori without any explanation of how it is. Perhaps Bealer has in mind some other explanation.
3.5 Laurence BonJour
Finally, let us consider BonJour. He rests a priori justification on “rational insight”: “a priori justification occurs when the mind directly or intuitively sees or grasps or apprehends...a necessary fact about the nature or structure of reality” (1998, pp. 15-16). So, our problem of explaining the a priori becomes that of explaining rational insight. Where is the justification to be found in this quasi-perceptual process of apprehending a necessary fact?


BonJour offers the beginnings of an explanation but he does not claim much for it (pp. 180-6).
 Indeed, with admirable frankness, he acknowledges that “we do not presently have anything close” to an adequate explanation of rational insight (2001b, p. 674). That seems to leave the a priori deeply mysterious. Not according to BonJour: “the supposed mystery pertaining to rationalism...has been...greatly exaggerated” (1998, p. 31); allegations that rationalism is “objectionably mysterious, perhaps even somehow occult” “are very hard to take seriously” (pp. 107-8); “the capacity for rational insight, though fundamental and irreducible, is in no way puzzling or especially in need of further explanation” (p. 16).


What is the source of this extraordinary confidence in an unexplained and apparently mysterious capacity? It comes partly from the earlier-rejected view (2.5) that to deny the a priori is to commit “intellectual suicide.” But it comes also from “the intuitive or phenomenological appearances” of rational insight (p. 107): BonJour thinks that these appearances, when examining examples of alleged a priori knowledge, provide a prima facie case for rationalism that is “extremely obvious and compelling” (p. 99). I have just rejected the force of this sort of appeal to phenomenology (3.4).

So, in my view, BonJour leaves the a priori unexplained and mysterious. I shall end with a few more remarks about the hopelessness of explaining it and the extent of the mystery.
3.6 The Mystery of the A Priori
Although we do not have a serious theory of empirical justification, we do have an intuitively clear and appealing idea, an idea that treats the mind/brain as an instrument sensitive, via experience, to the way the world is (3.1). We would certainly like to know a lot more about this but it is not in the least mysterious. The contrast with allegedly a priori justification is stark. What sort of link could there be between the mind/brain and the external world, other than via experience, that would make states of the mind/brain likely to be true about the world? What non-experiential link to reality could support insights into its necessary character? There is a high correlation between the logical facts of the world and our beliefs about those facts which can only be explained by supposing that there are connections between those beliefs and facts. If those connections are not via experience, they do indeed seem occult.


At this point, it remains a mystery what it would be for something to be known a priori. Any attempt to remove this mystery must find a path between the Scylla of describing something that is not a priori knowledge because its justification is empirical and the Charybdis of describing something that is not knowledge at all because it has no justification.
 The evidence suggests that there is no such path. Hankering after a priori knowledge is hankering after the unattainable.


Our knowledge of many things has not yet been given a satisfactory empirical explanation just as the evolution of many organisms has not yet been given a satisfactory Darwinian explanation. But it is no more appropriate to respond to the former by claiming that the knowledge is a priori than to respond to the latter by claiming that the evolution is by “intelligent design.” These responses have no scientific substance: they simply label the present absence of a satisfactory explanation.

The nice abduction is established: our knowledge of mathematics, philosophy and logic cannot be explained a priori; an empirical explanation of it is the best.
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� On the naturalistic view, epistemology is part of science. It is important not to misunderstand this, as  van Fraassen seems to (2000, pp. 261-71). It goes without saying that epistemology implies the methods of science. But van Fraassen seems to take the naturalist view to be that basic science, or special sciences like biology, medicine, and psychology, imply the methods of science, a view that he rejects. That is not my view of naturalism (1997a, pp. 75-9). I take epistemology to be itself a special science. As such it is no more simply implied by another science than is any other special science: it has the same sort of relative autonomy, and yet dependence on basic science, as other special sciences. So we should not go along with Quine’s view that epistemology is a “chapter of psychology” (1969, p. 82). Naturalized epistemology, like any special science, applies the usual methods of science, whatever they may be, mostly taking established science for granted, to investigate its special realm. In the case of epistemology that realm is those very methods of science. The aim is to discover empirically how we humans learn, and should learn, about the world. We have no reason to suppose that the methods that have yielded knowledge elsewhere cannot yield knowledge in epistemology.


� I am much indebted to Kim Sterelny and Stephen Stich for eloquently bringing this possibility to my attention.


� Nor, of course, does a much less interesting broadening to cover beliefs about one’s own mental states that are justified by introspection.





This discussion of innateness shows that Louise Antony is wrong in sensing a disagreement with me (2005a,b) over whether “a naturalized approach to knowledge requires repudiation of the a priori” (2004, p. 1). I repudiate an a priori that is committed to a nonnaturalistic justification whereas she defends an a priori that is “innateness plus reliability” (p. 2). I am not against either innateness or a reliablist approach to knowledge.





Antony goes on to claim that the a priori she defends “should be pretty satisfying” for those interested in the traditional notion (p. 2). This is surely not so. What has interested nearly all philosophers under the name ‘a priori’ has been a nonnaturalistic way of justifying beliefs, as the citations in this present paper make plain. Furthermore, I would argue that what Antony counts as a priori is not close to being even coextensive with what the tradition counts; in particular, Antony would not count logical beliefs (in contrast to inferences), most philosophical beliefs, and a whole lot of ordinary analytic beliefs as a priori. I would also argue similarly against Georges Rey’s reliablist defense of the a priori (1998), thus adding another criticism to my earlier ones (1998). In general, it seems to me a mistake for Antony, Rey, and other naturalistically-inclined philosophers – for example, Alvin Goldman (1999) - to attempt to “save the a priori.” Epistemological naturalism is indeed a radical doctrine.


� This is not to deny that we have made progress in epistemology. Indeed, a good deal of the impressive scientific progress in recent centuries has come from learning how better to learn about the world (2005a, p.110). Still these advances have not solved the basic epistemological problems.


� I make a similar response (2005a, pp. 107-8) to the common view that necessities can only be known a priori. There is no reason to believe that if we solved the metaphysical problem of necessity we would not be able to explain our knowledge of necessities empirically.


� This paragraph was prompted by some very helpful comments from John Bigelow and Kim Sterelny.


� I have urged this view of intuitions before (1994; 1996, pp. 48-86); see also Kornblith (1998). A more thorough treatment of intuitions is to be found in Devitt (2006a, ch. 7; 2006b).


    �I owe this nice example to Sterelny. Gladwell (2005) has other nice examples: of art experts correctly judging an allegedly sixth-century Greek marble statue to be a fake; of the tennis coach, Vic Braden, correctly judging a serve to be a fault before the ball hits the ground.


� There are other things we might ask - for example, “What would happen?” – but these are beside out concerns. Gendler (2003) is a nice summary of views about thought experiments.


� In actual fact, we surely do not infer simply in accord with modus ponens, as Gilbert Harman has made plain (1999, pp. 18-23): if we believe that p and that if p then q we might indeed infer that q but we might be so convinced of not q that we infer in accord with modus tollens and abandon our belief that p. The relations between psychological processes of inference, even of good inference, and logical implications is complex. Still, modus ponens is surely involved in some of our inferences and those inferences are good only because modus ponens is valid.


� Hartry Field has urged on me that even if the empirical justification of logic has some plausibility, the empirical revision of it has not: we have no reason to believe that any evidential system we would find acceptable would allow this sort of empirical revision of logic. Perhaps not. But then we have no reason to believe that an acceptable system would not allow the revision. Perhaps I would be wiser to follow Field’s advice and remain neutral on the matter of empirical revision, resting the naturalist case on the empirical justification of logic.


� I discuss this problem elsewhere in responding to Field (Devitt 1998, pp. 61-63).


� But see Devitt (2005a, pp. 110-111).


� Boghossian (2000, pp. 248-251) proposes that a rule-circular argument is in order provided that the rule in question is meaning-constituting. This presupposes, as Boghossian acknowledges, a conceptual-role account of the meaning of the logical constants. Wright (2001) is a detailed and interesting critical discussion of Boghossian’s proposal.


� I shall not be concerned with the issue of the fallibility of claims to a priori knowledge, interesting though the issue is. Georges Rey describes the view that such claims might be wrong as “banal fallibilism” (1998, p. 26) and mocks the idea that traditional rationalists rejected such fallibilism. I am inclined to think that he is wrong about this, given their extreme Cartesianism about the mind. In any case, contemporary rationalists like BonJour and Bealer do not reject fallibilism. This is, of course, wise given the sad history of mistaken claims to a priori knowledge (Kornblith 2000, pp. 67-70). But then, however we understand the view that claims to a priori knowledge can be mistaken, it looks as if those claims could do little epistemic work. One way to understand the view is that although the process of a priori justification is infallible, yielding outputs that are not open to empirical revision, a person might be mistaken in thinking she has gone through that process and so might make mistaken claims to a priori knowledge. But then for those claims to do any epistemic work we would need evidence, presumably empirical evidence, that they had been arrived at by the approved a priori process. Getting that evidence is surely going to be hard, particularly if I am right in arguing below that we don’t know enough about this alleged process to know what to look for. Another way to understand the view is that the a priori process itself is fallible, yielding results that are open to empirical revision. But then it looks as if claims to a priori knowledge could do even less work. For, even if we knew that the claims had been arrived at by the a priori process, we would still need to assess them, in the usual holistic way, against the empirical evidence to see if they should be revised. (This note was prompted by a helpful correspondence with Hilary Kornblith about his 2000.)


� Bealer (1999, p. 52, n. 23) makes a point along these lines.


� Stipulating contents might provide an unusual example of an empirical semantic route to justifying the likes of (1). A person does not, as a matter of fact, stipulate (1), does not stipulate that the content of her <bachelor> concept is the same as that of <adult unmarried male>, but suppose that she did. If  her memory of such matters is reliable then any time later that she remembers the stipulation she will be justified in believing (1). But remembering is an empirical process.


� I am indebted to Bob Kirk for making me to see this.


� For a defense of this view, see Devitt (1996, pp. 30-6; 1997b, pp. 356--358).


� In my view (2005a, p. 113), and that of others (Boghossian 2001 and Rey 2001), BonJour’s explanation is very unpromising. (BonJour 2005a,b,c and Devitt 2005a,b constitute a debate over the a priori.)


� Bealer is also anxious to resist the charge that the a priori knowledge arises from “a supernatural power or a magical inner voice or anything of that sort” (1992, p. 101; see also 1999, pp. 29-30).


    �I argue (1998), in effect, that Rey’s attempt (1998) to give a reliablist account of the a priori falls victim to Charybdis.


� Earlier versions of this paper were delivered at Macquarie University and at the Eastern Division Conference of the American Philosophical Association in New York, December 2005. I am grateful for comments at those meetings, particularly those of James Pryor.







