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In his engaging essay, “Deconstructing the Mind” (1996: 3-90), Stephen Stich raises some very good questions and gives some pretty good answers. My aim in this paper is to give some answers of my own, drawing on earlier work, and to compare these answers with Stich’s.
1. Introduction
In his misspent youth Stich was attracted to arguments for eliminativism about the mind – arguments against “intentional realism.” The arguments ran along the following lines: 

Beliefs, etc. are posits of folk psychology;

Folk psychology is a seriously mistaken theory;

So, beliefs, etc do not exist.
Yet, as he now points out, such an argument needs an extra premise. How does the falsity of a theory establish the nonexistence of the entities it purports to be about? Implicitly or explicitly, the extra premise is usually an application of the description theory of reference; for example, the premise that if ‘belief’ refers, it refers to whatever is picked out by the description associated with it in folk psychology. Now, if folk psychology is seriously mistaken that associated description does not pick out anything. So ‘belief’ does not refer. So beliefs do not exist. Stich was tempted by such arguments. But then along came William Lycan to wake Stich from his “dogmatic slumbers” (5).
 Lycan (1988) pointed out that the description theory of reference is not the only theory of reference in town: one might, for example, adopt a causal-historical theory of the sort made popular by Saul Kripke (1980) and Hilary Putnam (1975). A causal-historical theory does not require a word that refers to x to be embodied in a theory that is largely true of x . Indeed, the theory was born out of “arguments from ignorance and error” that showed that description theories of some words placed far too heavy an epistemic burden on competent users of those words. According to the causal-historical theory, a word that has the right sort of causal link to x will refer to x however wrong the theory of xs. So, if a causal-historical theory applied to ‘belief’ it could refer even though folk psychology was seriously mistaken. So beliefs could exist despite our mistakes about them. 


I like another reason for being dubious of the use of description theories in realism debates: even if such theories are true for some words, they cannot be true for all words. Description theories explain the reference of a word in terms of the reference of the other words in the description with which the word is associated; the reference of those other words determine what the description picks out. How then are we to explain the reference of those other words? Perhaps we can appeal to a description theory again but clearly such appeals must ultimately come to an end, for description theories simply pass the referential buck. The buck must stop with a different sort of theory, one that explains the reference of a word in terms of direct, presumably causal, relations to reality. Perhaps the words relevant to a realism debate are of that sort.

So I think that Lycan and Stich are doing a service in emphasizing the way description theories of reference are often, and inappropriately, simply taken for granted in reaching antirealist conclusions. The most regrettable examples of this procedure, in my view (1997a), are to be found in discussions of Putnam’s “pessimistic meta-induction” in the philosophy of science (1978). This meta-induction is an argument against scientific realism: briefly, the unobservables posited by past theories do not exist; so, probably the unobservables posited by present theories do not exist. Since past theories are clearly mistaken – that’s why they are past – a description theory of reference makes the premise of this argument seem rather obvious. But a causal theory (or perhaps a part-causal part-description theory) of reference is often more plausible for the words of past theories. If we adopt a causal theory of reference then the premise of the meta-induction is likely to seem overstated, at least. 

Although a description theory of reference should certainly not be taken for granted, I think that a description theory is plausible for terms like ‘belief’. So, I think that if intentional realism is to be saved we are likely to have to reject the view that folk psychology is seriously mistaken. In this respect, I differ from Lycan (1988: 31-2). This immediately raises a question: How should we settle such differences of opinion over reference? As Stich points out, there is nothing special about this epistemic question about reference: similar epistemic questions arise in theorizing about anything. Still, pondering his awakening, Stich thinks that reference raises some special metaphysical/methodological questions (6, 37-8). What makes a theory of reference true or false? What is a theory of reference supposed to do?
Stich’s discussion of these questions (37-51) yields a gloomy conclusion about reference and hence a gloomy conclusion about the importance and interest of the eliminativism issue. Worse still, as John Searle pointed out to Stich, this gloomy conclusion generalizes to other issues of existence, for example, of black holes and the big bang (51-4). Surely these central scientific issues are not unimportant and uninteresting. Something has clearly gone wrong. But what? Stich decides that the mistake came in the “semantic ascent” at the beginning, in the proposal “that questions about the existence of entities posited by false theories could be productively addressed by focusing on what the theory of reference tells us about the terms used in such theories” (55). Stich concludes (60-82) by considering some nonsemantic approaches to the issue of eliminativism.

I think that Stich is absolutely right that it was a mistake to begin with semantic ascent. Indeed, my Realism and Truth (1997a) is an extended argument for tackling metaphysical/ontological issues before semantic ones; 
 we should adopt the slogan, “put metaphysics first.” However, my reason for resisting semantic ascent is a bit different from Stich’s. His reason is his gloomy conclusion about the theory of reference. I do not share his gloom. Still, I think that an appropriately modest view of the accomplishments of the theory of reference goes decisively against the semantic ascent approach to metaphysical/ontological issues. I shall discuss this in section 4. 

But , first, I want to discuss the theory of reference. Although my view of this theory is not rosy, it is much more so than Stich’s. I shall discuss this in the next two sections.  Finally, in section 5, I shall briefly consider nonsemantic approaches to eliminativism, taking a view very like Stich’s.
2. The Theory of Reference as Folk Semantics
The deep problem with the theory of reference is not, Stich thinks, the usual epistemic one but rather a special metaphysical/methodological one. But is there really such a problem? One might think not because, at first glance, his metaphysical/methodological questions that pose the problem seem to have obvious answers. What makes a theory of reference true or false? Well, the nature of the reference relation does. What is a theory of reference supposed to do? Well, characterize that nature. So where is the special problem? Perhaps these obvious answers are a bit naïve. We shall soon see.


Stich thinks that there are “two quite different stories to be told about what a theory of reference is up to”: “the proto-science account” and “the folk semantic account” (6). Stich offers criticisms of both accounts whilst remaining fairly neutral on the choice between them. I shall begin by rejecting the folk semantic account.


The inspiration for the folk semantic account comes from our heavy reliance on ordinary intuitions in theorizing about reference. According to the folk semantic account, “the theory of reference is attempting to capture the details of a commonsense theory about the link between words and the world” (6), where that theory involves, at least, a generalization of the intuitions. Stich thinks that this account is “favored, albeit tacitly, by most philosophers” (6). I think he is right about that. Still, this common account is puzzling. I have argued against it at some length elsewhere, particularly in Coming to Our Senses (1996: 48-86; also 1994), and so will be brief here.

According to my obvious answer above, the task of the theory of reference is to characterize reference; that is, the task is to characterize a certain word-world relation. If we start from this view, surely as good a starting place as one could have, why take the task to be to capture the folk theory of this relation? That would seem to be appropriate only if we assume that the folk must be right about reference. But why assume that? Why think that the folk have infallible insight into the nature of this particular word-world relation? We don’t suppose that they are authorities on physics, biology, or economics, why suppose that they are on semantics?

Stich has a neat suggestion (40). Folk semantics might be viewed the way linguists standardly view folk linguistics. Their standard view is that speakers derive their grammatical intuitions about their language from a representation of the grammatical principles of the language; the intuitions are, as I put it, “the voice of competence.” We might then take a similar view of referential intuitions: speakers derive them from a representation of referential principles. So, just as, according to the linguists, the true grammar that they seek to discover is already stored in the mind of every speaker, so too, according to the folk semanticists, is the true theory of reference. Linguistic intuitions, whether about syntax or reference, are not the result of the sort of empirical investigation that judgments of the world usually require. Rather, we might say, speakers have a “Cartesian access” to facts about their language simply in virtue of being competent in it and thus embodying representations of its principles. This would support the widely held view that semantics is a priori.
But why should we accept the standard linguistic view? I have argued that the idea that the grammar is represented in the minds of speakers is implausible and unsupported. And even if the standard linguistic view were right, we would still need an independent reason to accept the folk semanticist view; mere analogy is not enough. I don’t think that there is any such reason. 

If we do not view folk semantics the way linguists view folk linguistics, what are we to say about folk semantics? As Stich points out, we might see it as analogous to folk physics. But then, “there will be no guarantee that our internalized folk semantic theory is correct.”  Our attempt to describe it “may be an interesting bit of psychology, but there is no reason to suppose that it will tell us much about reference” (43).  Exactly! In my view, Stich has described just the attitudes and opinions we should have about folk semantics. We should see the semantic theory and intuitions of the folk as fallible and incomplete empirical responses to the phenomena. We should have the same attitudes to them as we have to folk theories and intuitions about physics, biology, psychology, or whatever.

This having been said, I do think that there is a small truth underlying the folk semantics account. The truth is that folk intuitions about reference play a role at the very beginning of the theory of reference. The first stage of a theory of any property F or relation R involves identifying some apparently uncontroversial examples where F or R is instantiated and some apparently uncontroversial examples where it is not instantiated. These examples can then be examined in the second stage to discover what is common and peculiar to F or R in the hope of determining its nature. In that first stage we should consult those most expert at identifying cases of F or R. If we are concerned with, say, being a gene, being an echidna, or being an isotope of, then we can look to scientists for the identification. But when our concern is with being referred to by, it is doubtful that anyone is more expert at identification than the folk. So these most basic folk intuitions about reference, intuitions that identify paradigm cases of it, play a role in the first stage of the theory of reference. But this role does not go against what I have just claimed about folk intuitions. Even these basic intuitions are not infallible. Theorizing at the second stage can lead to the rejection of results at the first stage: apparently uncontroversial examples turn out to be controversial; whales are not fish after all; tomatoes are not vegetables; unacceptable strings of words turn out to be grammatical. There is even less reason to think that any richer folk intuitions or theories about the nature of reference must be true.

So, despite the undoubted popularity of the folk semantic account, I regard it as a nonstarter. I shall therefore set it aside without considering Stich’s two criticisms of it: that the account makes reference indeterminate; and that it makes reference “idiosyncratic and uninteresting” (47-8). Without more ado, I turn to the proto-science way of responding to Stich’s metaphysical/methodological problem about the theory of reference.
3. The Theory of Reference as Proto-Science
Stich describes the proto-science account as follows: “the theory of reference is attempting to characterize a word-world mapping that will be useful in one or another empirical discipline such as linguistics, cognitive psychology, or the history of science” (6). On this account, “there is no saying what reference is until we have made some progress at building a science in which a reference-like word-world mapping plays a role” (46).
Stich’s description of the proto-science account blurs a distinction that is, I think, important in thinking about the theory of reference. According to his description, the task of a theory of reference is to characterize some word-world mapping that is scientifically useful. But if we go with my earlier obvious answer, the task is to characterize reference in particular, not just some word-world relation. That task leaves, of course, the task of showing that the word-world relation that is reference is scientifically useful (and, perhaps, showing that no other word-world relation is as scientifically useful). But that is another task. We need to distinguish the task of characterizing reference from the task of showing its scientific utility. And although a lack of progress on the latter task might well make us lose interest in the former task it would not prevent progress on it; it would not prevent us “saying what reference is.” Even scientifically uninteresting properties like being a restaurant and relations like being to the left of have natures open to explanation.
This distinction is commonly blurred. Why? The simple and obvious claim that the task of the theory of reference is to characterize reference strikes people as naïve because there is thought to be a special problem about identifying reference. Which relation is it the task to characterize? To answer that question we must discover which word-world relations are scientifically interesting. So discovering this becomes part of the task of characterizing reference. I think that this line of thought is misguided because there is no special problem about identifying reference. 

The alleged problem was made vivid by Putnam’s famous “model-theoretic argument” (1978: 123-7; 1981: 29-48).
 We can pose it as follows: “Why identify reference with one word-world relation rather than with any of the others?”  This asks why the relation between ‘Jemima’ and Jemima, ‘cat’ and cats, and... [continue on through the paradigms of reference] rather than that between, say, ‘Jemima’ and Fido, ‘cat’ and dogs, and... [continue on in any way that appeals] is to be identified as reference.  But there is no special problem about reference here. Consider an analogous question about the relation being the father of: Why is the relation between George H. Bush and George W. Bush, Prince Philip and Prince Charles, and... [continue on through the paradigms of fathering] rather than the relation between, say, George H. Bush and Bill Clinton, Prince Philip and Baroness Thatcher, and... [continue on in any way that appeals] to be identified as being the father of?  Or the analogous question about the property cathood: Why is the property of Jemima, Nana, and so on [continue on through the paradigm cats] rather than the property of, say,  Fido, George W. Bush, and... [continue on in any way that appeals] to be identified as cathood?  Insofar as we have any problem here it could be solved by the above-mentioned first stage in theorizing about any property F or relation R: we go back to those most expert at identifying instances of being a father of and cathood. These experts would, of course, confirm what we surely already know. We need say no more than that the specified relation just is being the father of and the specified property just is cathood.  Similarly, if there really were any doubt about which word-world relation was reference we could go back to the experts. They would confirm our view that the specified relation just is reference and we need say no more. At the beginning of theorizing about any F or R we may indeed have an identification problem but, as a matter of fact, we do not now have one with being a father of and cathood. No more do we now have one with reference. And if we did, we could solve it in the same way we solve it for any F or R. There is no problem identifying reference and certainly no special problem.

If this is right, we can stand by our obvious answer: the task of the theory of reference is to characterize reference. No more need be said in describing that task. But it would indeed be naïve to think that this should remove all metaphysical/methodological worries about reference. We need, at least, to accomplish this task: we need to discover what is common and peculiar to the reference relation. This is the above-mentioned second stage in theorizing about reference. Accomplishing this is not enough, however. We need to say why reference is theoretically interesting. Not everything that we could characterize is interesting enough to be worth characterizing; for example, being a Virgo, being a witch, and being a restaurant may not be. If reference is to be worth characterizing there has to be something scientifically useful about this particular word-world relation, perhaps even something that makes it more useful than any other word-world relation. The point of my distinction is that showing that reference is scientifically useful is a different task from characterizing reference. 

Having distinguished the two tasks we can distinguish two ways to get gloomy about the theory of reference. We could get gloomy because science is not providing a characterization of reference. And we could get gloomy because science does not give reference a significant role. These are clearly very different matters as we can see by considering genes. The success of Mendelian genetics left no basis for gloom about the role of genes in science but in the decades before the rise of molecular genetics there was certainly a basis for concern, even if not gloom, about the characterization of genes. Stich seems to be gloomy about the theory of reference in both ways. However, he does not sharply distinguish the two ways and has very little to say about characterizing reference (43, 46, 54). Almost all his discussion is about the problems of finding a scientific role for reference.

Should we be gloomy about the characterization of reference? Certainly there is no established science that is casting light on this. Almost all the significant work on reference is being done by philosophers. From my naturalistic perspective, that alone is not sufficient reason for gloom. Philosophers have come up with a range of promising ideas to explain reference. Description theories seem plausible for some words; for example, ‘bachelor’ and ‘vixen’. Still, as we noted, description theories pass the referential buck and so in the end we will need other theories that explain the ultimate connections between words and the world. Attempted explanations have appealed to one or more of three causal relations between representations and reality. First, already alluded to in our discussion of Lycan, there is the historical cause of a particular token, a causal chain going back to the dubbing of the token’s referent.
  Theorists interested in this have emphasized the “reference borrowing” links in the chain: in acquiring a word or concept from others we borrow their capacity to refer, even if we are ignorant of the referent (Kripke1980; Donnellan 1972; Putnam 1975; Burge 1979).  Second, there is the reliable cause of tokens of that type: a token refers to objects of a certain sort because tokens of that type are reliably correlated with the presence of those objects.  The token “carries the information” that a certain situation obtains in much the same way that tree rings carry information about the age of a tree (Dretske 1981; Fodor 1990).  Third, there is the teleological cause or function of tokens of that type, where the function is explained along Darwinian lines: the function is what tokens of that type do that explains why they exist, what the type has been “selected for” (Millikan 1984; Papineau 1987; Neander 1995).


I would be the last to claim that any of these developments have yielded a thoroughly persuasive characterization of reference.
 Still, much progress has been made. We have reason to hope that the reference of any word will be explained by some such “ultimate” theory, or by a description theory, or by a theory that combines elements of both. Much work remains to be done but there is no cause for gloom. 

Whether or not Stich is gloomy about characterizing reference he is certainly gloomy about finding a role for reference in science. In his initial description of the proto-science account, he mentions the following sciences as possibly giving reference a role: linguistics, cognitive psychology, and the history of science (6). Later he mentions anthropology, history, and sociology (43). His gloom has two bases. First, he is “inclined to be more than a bit skeptical about the claim that any of these areas of inquiry make genuinely explanatory use of a reference-like word-world relation” (44); “the relevant sciences have not yet determined which word-world relation will be of use to them” (7). So, there is no sign that reference is scientifically useful. Second, “there is no a priori reason to suppose that the proto-scientific project…will yield a unique result” (45). So, even if reference were useful in some science, other word-world relations might be useful in other sciences.

Is Stich right to be gloomy about finding a role for reference? If we were to set aside linguistics, I would be inclined to think that he was. All these other social sciences rather clearly have an explanatory role for the meaning/content (henceforth, simply “meaning”) of utterances and thoughts, This role is to be found in a widespread practice taken over by these social sciences from the folk: the sciences make ascriptions of the form, ‘X said that p’, ‘X believes that p’, ‘X hopes that p’, and so on, to explain intentional behavior. In these ascriptions, ‘that p’ ascribes a meaning to an utterance or thought.
 Consider a little bit of recent history as an example. Why did most Americans applaud the invasion of Iraq? Part of the explanation is that Bush had led them to believe that Saddam Hussein had weapons of mass destruction, was involved in 9/11, and so on. So part of the explanation is that Americans had certain mental states with certain meanings. Since these sorts of explanations are so common in the social sciences, meanings clearly have a big role in science.
 But, of course, meaning is one thing, reference another. And it does not look as if these social sciences have a direct role for reference. Nor does it look as if they have a direct role for other word-world relations. These relations just do not seem to be the concern of these sciences.

But what about linguistics? Broadly construed, linguistics is the science of language. This includes semantics - the theory of meaning - studied in philosophy departments as well as linguistics departments. And we should take semantics to be concerned not only with the meanings of utterances but also with the meanings of thoughts; semantics includes psychosemantics. Now, prima facie, semantics does have a role for reference because the most popular theories of meaning are truth-referential. Thus, such a theory might claim that the meaning of the sentence ‘Bush is deceitful’ is largely explained by the sentence’s being true iff there is something that ‘Bush’ designates and ‘deceitful’ applies to. So, the meaning of the sentence is partly explained in terms of two referential relations, designation and application. If such truth-referential theories are along the right lines, then we have found a clear place for reference in science: reference is part of the scientific explanation of meaning and meaning has a place throughout the social sciences.
 In light of this, we might say that reference has an indirect role throughout those sciences.
There are, of course, a range of ways to resist this conclusion. Eliminativists argue that meanings don’t really play an explanatory role. Friends of narrow meaning argue that the meanings that play an explanatory role are all narrow and so are to be explained without any mention of reference, perhaps in terms of conceptual role. I have argued elsewhere (1996) that the case for truth-referentialism is in fact strong and that these ways of resisting it fail. But there remains a final and, in my view, more serious threat to truth-referentialism: deflationism.

In giving reference a key role in the explanation of meaning, truth-referentialists suppose that it is a substantial and explanatorily significant relation. Deflationists like Robert Brandom (1984) and Paul Horwich (1998a) reject this supposition. They think, roughly, that reference isn’t anything; in particular, it isn’t anything that could play the explanatory role required of it in a truth-referential semantics. If they are right, then we need some other account of meaning (unless we abandon meaning altogether). That is a serious problem that deflationists had not tackled until recent works by Brandom (1994) and Horwich (1998b). Brandom’s account of meaning rests on unexplained normativity, as he frankly acknowledges. This feature of his account is, of course, very troubling to the naturalistically inclined. Horwich’s account is a “use theory” inspired by Wittgenstein and does not have this feature. Indeed, he thinks that normativity is not intrinsic to meaning. However, in my view (2002), Horwich’s theory is open to strong criticism. The arguments from ignorance and error that were devastating for description theories of reference for proper names and natural kind terms can be adapted to provide a strong case against Horwich’s use theory. More generally, we need a lot more details of this theory before it can be taken  as a serious rival to truth referentialism.

If all this is so, why is deflationism such a threat to truth-referentialism? First, deflationists argue very plausibly that the role of the reference term can be accounted for without taking it to stand for a substantial explanatory relation. Similarly, the truth term need not stand for a substantial explanatory property. Second, although I think we should be hopeful about the theory of reference, it is proving hard to come up with a convincing theory of the ultimate referential links between language and the world. This could be a sign that the deflationists are right and there is no substantial reference relation in need of a theory.
It is time to take up Stich’s reasons for gloom about the theory of reference. First, he claims that there is no clear sign that reference has a role in science. Well, if I am right, there is a very clear sign that it has a role in semantics, which is part of the science of linguistics widely construed. Of course, the sign might be misleading. I do think that deflationism should make the truth-referentialist pause. But Stich does not cite deflationism as a reason for his gloom. 
Second, Stich wonders whether science will favor reference over other word-world relations. There are two issues to consider here. (1) Does science favor reference over other word-world relations in the explanation of meaning? (2) Whether or not science does, do other word-world relations have roles elsewhere in science? The short answer to (1) is that truth-referentialist explanations of meaning involve reference not any other relation. Any property of a word that was explained in terms of some other word-world relation would not be a meaning, would not play the explanatory role that is definitive of being a meaning. Any explanation of a property of ‘Bush is deceitful’ in terms of a relation that ‘Bush’ has to, say, Fido or to Clinton, and a relation that ‘deceitful’ has to, say, being hungry or being bald would not be an explanation of that sentence’s meaning (Devitt 1997b: 116-18). And the friends of reference can be very relaxed about (2). It might be the case that word-world relations other than reference have roles elsewhere in science. I doubt that it is the case but it remains to be seen. But even if it is the case, that does not reflect on the role that reference has in explaining meaning.
It is time to sum up this discussion of the theory of reference. The view that this theory is a study of folk semantics is a nonstarter because we have no good reason to suppose that the folk are experts on reference. The proto-scientific view is much more promising. This view, properly conceived, yields two tasks: first, characterizing reference; second, showing that reference has a scientific role. I have argued that Stich is wrong to be gloomy about the prospects of accomplishing these tasks. The first is certainly proving difficult but there are various ideas on the table that have led to progress and give us hope of more. Accomplishing the second task starts with the ubiquitous role of meanings in the social sciences. Those meanings then have to be explained. The most promising explanations are truth-referential ones. Those explanations give reference a central role in explaining meanings. But there is a dark cloud in the sky: deflationism.
4. Metaphysics Before Semantics
Stich’s gloom about the theory of reference leads him to the conclusion that it is a mistake to start an ontological investigation with “semantic ascent”: we should abandon the idea of using the theory of reference to address questions about the existence of entities posited by false theories (55). I think that this conclusion is absolutely right, as I have already noted. But we don’t need to share his gloom to see this. We simply have to be appropriately modest about the present accomplishments of the theory of reference.
Consider how the argument from semantic ascent goes. It rests on connections of the following sort:

(x) (Fx iff ‘F’ applies to x)
(x) (a = x iff  ‘a’ designates x)
The argument from semantic ascent then attempts to show, for example, either that there is nothing that ‘F’ applies to and so there are no F’s; or, that there is something that ‘F’ applies to and so there are F’s. But it is important to notice that the argument could just as well go in the other direction. We could attempt to show either that there are no F’s and so ‘F’ does not apply to anything; or, that there are F’s and so ‘F’ does apply to something. This raises the crucial question: Which direction is better? Should we argue from semantics to ontology or vice versa? “The linguistic turn” in philosophy has always favored the direction from semantics to ontology. In my view, appropriate modesty about semantics should lead us in the other direction: we know much more about ontology than about semantics. 

Consider two arguments from semantic ascent. (1) It is natural to think that the ancients lived on and had beliefs about the Earth, the very same planet that we live on and have beliefs about. Yet, some philosophers influenced by Thomas Kuhn claim that this is not really so. For, the descriptions that the ancients associated with their names for the heavenly body on which they lived, descriptions like ‘flat’, ‘the center of the universe’, etc., do not, from our theoretical perspective, pick out anything. Applying a description theory of reference, the philosophers may then say one of two things. (i) They may say that the purported referent of those ancient names does not exist and that all the beliefs that the ancients would express using those names were about nothing (and hence not about the Earth). (ii) Or they may say that those descriptions do pick out a planet and the ancient names referred to it; so, the ancients lived on that planet and had beliefs about it. But - this is where the story gets really nasty - that planet existed only relative to the ancient theories not absolutely; the ancients did not live on the same planet as we do. (2) Science tells us that phlogiston does not exist. Yet a philosopher enamored of a causal theory of reference might claim that phlogiston does exist because it is, say, oxygen. For, according to that causal theory, the term ‘phlogiston’ is causally related to the world in such a way that it refers to oxygen.


Such arguments should give us pause. Theories of reference are being used to undermine widely held ontological views and, in the case of (1)(ii), to promote a bizarre metaphysics. Why should we have such confidence in these theories? How can we be confident that that particular description theory is appropriate for the names that the ancients had for the heavenly body on which they took themselves to live and that that particular causal theory is appropriate for ‘phlogiston’. A Moorean response seems in order: the ontological views are much more firmly based than the theories of reference that are thought to undermine them. We have started the argument in the wrong place: rather than using theories of reference against the ontological views we should use the ontological views against the theories of reference.

Indeed what support are these theories of reference supposed to have? Not usually the empirical support of the claims of science. Rather, the theories are supposed to be known a priori. Reflecting from the comfort of armchairs, philosophers decide what reference is and from this infer what the world must be like:


A priori semantics --> a priori metaphysics.


The Moorean response alone casts doubt on this procedure and the philosophical method it exemplifies, the a priori method of “First Philosophy”. But we can do better: the doubt is confirmed by the sorts of considerations adduced by Quine (1952: xi-xvii; 1961: 42-6). These considerations should lead us to reject a priori knowledge and embrace “naturalism,” the view that there is only one way of knowing, the empirical way that is the basis of science (whatever that may be); in Quine’s vivid metaphor, the web of belief is seamless.
 From the naturalistic perspective, philosophy becomes continuous with science. And theories of reference have no special status: they are simply some among many empirical hypotheses about the world we live in. As such, they do not compare in evidential support with the posits of successful sciences. Experience has taught us a great deal about the world of trees, cats, atoms, and muons but rather little about how we refer to this world. So semantics is just the wrong place to start the argument.
 Instead, we should start with an empirically based metaphysics and use that as evidence in an empirical study of reference: semantics itself becomes part of science, it becomes “naturalized”:

Empirical metaphysics --> empirical semantics.

The semantic ascent arguments not only proceed in the wrong direction, they typically use the wrong methodology.


When we proceed empirically in the right direction, we should reject any theory of reference that is at odds with scientifically well-established metaphysical/ontological views. So the right response to the semantic ascent argument (1) about the Earth is: “So much the worse for that description theory of reference.”  It is, of course, possible that we should have sufficient confidence in some theory of reference for a term to allow it to settle a metaphysical issue. However, appropriate modesty about the present achievements of the theory of reference should make this seem a very remote possibility.

Quine is fond of a vivid image taken from Otto Neurath. He likens our knowledge - our “web of belief” - to a boat that we continually rebuild whilst staying afloat on it. We can rebuild any part of the boat but in so doing we must take a stand on the rest of the boat for the time being. So we cannot rebuild it all at once. Similarly, we can revise any part of our knowledge but in so doing we must accept the rest for the time being. So we cannot revise it all at once. And just as we should start rebuilding the boat by standing on the firmest parts, so also should we start rebuilding our web. Semantics is among the weakest places to stand.

5. How then do we do the Metaphysics?

If we are not to appeal to theories of reference to settle ontological issues how are we to settle them. As Stich says: “How are we to go about deciding whether or not the entities posited by any false theory exist?”  He wonders whether we can find “principles of rational ontological inference” and describes one strategy for finding them (63). This is the “normative-naturalist” strategy which considers actual cases in the history of science and attempts to abstract the principles (63-5). Stich is skeptical that this strategy “will uncover principles of rational ontological inference that are rich enough to tell us, in lots of the most interesting cases, what ontological conclusions we ought to draw when we come to believe that some previously accepted theory is seriously mistaken.” He suggests that “in many historical cases the resolution of ontological questions can be explained in part by the personalities of those involved or by social and political factors in the relevant scientific community or in the surrounding society (70).” This leads him, enfant terrible that he likes to be, to wonder whether he is embracing social constructivism. I don’t think that he is embracing it and he certainly shouldn’t (1997a). Still, I think that his skepticism about finding principles that will settle these tricky ontological questions is fairly well-based.


Here, briefly, is my view on these questions, a view very much along the same lines as Stich’s. Consider how, in general, we argue directly for the nonexistence of Fs. On the basis of the established view of Fs, we start, implicitly if not explicitly, with an assumption about the nature of being F: something would not be an F unless it were G; being G is part of the very essence of being F. Then we argue that nothing is G. So, there are no Fs. But suppose that someone responds by denying the essentialist assumption upon which the argument rests. “Fs do not have to be G, they are just mistakenly thought to be G. So the argument proves nothing.” Stich has a very nice discussion of witches that illustrates this response: he describes people who believe in witches but claim that “witches make no pact with the devil, cast no evil spells, and do not practice black magic (or ride on broomsticks!)” (68-9). How do we settle disagreements over an essentialist assumption? The difficulty of doing so is apparent when we consider how we determine the nature of being F where Fs clearly do exist. As I pointed out (sec. 2), we identify some uncontroversial examples of Fs and non-Fs and examine them to see what is common and peculiar to the Fs. Our present difficulty is that we obviously cannot examine any Fs if there aren’t any to examine! There were, and are, plenty of people around who some people call “witches” but we witch deniers obviously cannot discover the nature of witches by examining these people. For us, there are no uncontroversial examples of witches. So how do we discover what it is to be a witch?


We clearly do not have principles that are adequate to settle such issues and I think that Stich is right to be a bit dubious about our finding them. How worried should we be about this? I think we should be a little worried, but not very. And we certainly should not conclude that there is no fact of the matter about ontological issues (let alone sink into constructivism). There are, after all, many generally agreed claims about what exists and what does not. The fact that we do not have epistemological principles adequate to support these claims should not persuade us that they are ill-based. For, we do not have epistemological principles adequate to support most of what we agree on about the world.

This having been said, there are many ontological claims that we do not agree on and I think we may have to accept that some of these disagreements do not concern matters of fact. Furthermore, the intentional realism issue seems particularly troublesome because it involves semantics, a notoriously vague area. It is usual to think that beliefs are essentially things with meanings (or contents). But then, meanings in what sense? Must they be truth-conditional, for example? These are tricky issues (1996: 5.1). If folk psychology is really so wrong (which I doubt that it is) then I think that it will be very difficult to settle the intentional realism issue.
6. Conclusion
Stich is absolutely right that it was a mistake to tackle ontological issues, including that of intentional realism, by appeal to the theory of reference. However, he is wrong about why it was a mistake. He thinks it was a mistake because, whether we adopt the folk semantic or the proto-science account of the theory of reference, all we can see is the dark at the end of the tunnel. I have not challenged this gloom over the folk semantic account because, I argue, the account is a nonstarter: we have no good reason to suppose that the folk are so expert about reference. I have challenged the gloom over the much more promising proto-scientific account. This account, properly conceived, yields two tasks: first, characterizing reference; second, showing that reference has a scientific role. The first is certainly proving difficult but there are various ideas on the table that should give us hope. Accomplishing the second task starts with the ubiquitous role of meanings in the social sciences. Those meanings then have to be explained. Despite the threat of deflationism, the most promising explanations are truth-referential ones. Those explanations give reference a central role in explaining meanings and hence in science.

So I have argued that gloom about the theory of reference is not a good reason for resisting semantic ascent. Still, there is a good reason. It arises from being modest about the accomplishments of the theory of reference. Given how little we know about reference, a Moorean response is appropriate to semantic ascent arguments: rather than drawing ontological conclusions from claims about reference, we should be drawing conclusions about reference from claims about ontology. We should “put metaphysics first.”  This Moorean response is good on its own but when supported by naturalism it is formidable.  From the naturalistic perspective these claims about reference cannot be supported a priori and they do not come close to having the empirical support enjoyed by the ontological claims that they seek to undermine. The semantic ascent arguments use the wrong methodology and proceed in the wrong direction.


How then are we to settle ontological issues? I think that Stich’s answer is very much along the right lines. We do not have any principles adequate to help us with the difficult cases and it may be that some of these are indeterminate. And intentional realism may be a particularly difficult issue if folk psychology is very wrong. However, we should not lose track of the fact that many ontological issues are not difficult. And, most important of all, we should not lapse into the despair of constructivism, thinking that these issues are really nothing but matters of politics and personalities.
The Graduate Center of the City University of New York
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� All such parenthetical numerals are references to pages in Stich 1996.


� “Maxim 3 Settle the realism issue before any epistemic or semantic issue” (1997a: 4). Semantic ascent is one feature of “the linguistic turn” in philosophy. Another is the conflation of metaphysical and semantic issues. Realism and Truth argues against that too: “Maxim 2 Distinguish the metaphysical (ontological) issue of realism from any semantic issue” (1997a: 3).


� I argue against the standard linguistic view in Devitt and Sterelny 1989 and in much more detail in my 2006a and 2006b. I argue against the view that a person competent in a language must have propositional knowledge about the meaning and reference of its expressions in my 1981 (pp. 95-110), 1996 (pp. 48-86), and 1997a (pp. 270-5).


� My discussion here draws on my 1997b. The alleged problem is prominent in the debate about Putnam’s argument; see, e.g., LePore and Loewer 1988.


� I have argued that a term is usually grounded in its referent not only at a dubbing: it is multiply grounded in the referent (1981). This is important if the causal-historical theory is to handle reference change and many cases of reference confusion.


� Devitt and Sterelny 1999 has a detailed discussion of the state of play with the theory of reference.


� These ascriptions of meaning have another very important role (although not obviously a scientific role): they enable us to use the thoughts and utterances of others as guides to reality (1996: 53-62).


� The idea here is that a thought has a certain effect in virtue of its meaning. It is worth noting that a thought also has a certain cause in virtue of its meaning. Thus, I might acquire a belief that Bush is deceitful as a result of perceiving Bush’s behavior. Part of the explanation of the formation of that particular belief is that it has the meaning it has; a belief that, say, Clinton is chaste would not have been caused by that perceptual experience. Meanings have a role in the social sciences both as causes and effects (1997b: 117).


� Stich cites a passage in the first edition of Devitt and Sterelny 1999 as the “most explicit endorsement” of the view that reference has a role in linguistics (86n). That endorsement seems rather inadequate to me now (1996).


� Enc mentions, although he does not endorse, such a line of argument (1976: 267).


� This procedure is, of course, analogous to that of traditional epistemology: inferring what the world must be like from a conclusion about the nature of knowledge.


    �A particularly important consideration against the a priori, in my view (1998, 2005, 2006c), is the lack of anything close to a satisfactory explanation of a nonempirical way of knowing. We are told what this way of knowing is not - it is not the empirical way of deriving knowledge from experience - but we are not told what it is.


� “Linguistics…is a tiny twig on the tree of science. Yet if [scientists cannot draw ontological conclusions until linguists tell them what reference is], then this twig on the tree of science…gets to play a fundamental role in determining” what exists. Stich is surely dead right to find this a “hopelessly implausible scenario” (54).


� Of course, one might wonder how an empirical semantics should proceed.  I think that it is very difficult to say.  My attempt is 1996, ch. 2.


� There is, of course, a truth underlying semantic ascent: to determine whether the posits of a theory exist we have to know what those posits are and for that we have to understand the language of the theory (1997a: 50-3). But understanding a language is a practical skill that does not require theoretical knowledge about the language, else we would understand very little; see note 3.
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