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DODGING THE ARGUMENT ON THE SUBJECT MATTER OF GRAMMARS:
A RESPONSE TO JOHN COLLINS AND PETER SLEZAK

Michael Devitt

1. Introduction

Ignorance of Language (Devitt 2006a) is primarily concerned with the psychological reality underlying language; in particular, with whether the principles and rules (briefly, rules)
 of a language, revealed by its grammar, are part of the psychological reality of its speakers. However the book starts by considering a very different, though related, issue. The received Chomskian view is that a grammar is simply about the mind, about a mental “organ”, the speaker’s language faculty. A less charged way of putting this view is that a grammar is about the speaker’s linguistic competence. On this view, linguistics is clearly part of psychology. So, let us call this “the psychological conception” of linguistics. In Ignorance I argue that this conception is wrong. Instead, I urge “the linguistic conception” according to which a grammar is about a nonpsychological realm of expressions, physical entities forming symbolic or representational systems (ch. 2; see also 2003). That’s the first major conclusion of the book.

This conclusion, and others, tend to drive my Chomskian friends to something close to apoplexy. This has yielded relentlessly unsympathetic criticisms, including an impressive range of scornful, perhaps even abusive, descriptions. Barry Smith’s “Why We Still Need Knowledge of Language” (2006) includes the following epithets: “uninformative platitude” (p. 435), “wholly inadequate” (p. 436), “utterly blithe” (p. 437), “deeply flawed” (p. 440), “badly awry” (p. 445), “wildly speculative” (p. 445). “wildly amiss” (p. 447) and, my favorite, “lily-livered” (p. 451). John Collins’ review (2007) denounces my position for “metaphysical glibness” (p. 417), having “no empirical content” and being “in the thrall of folk linguistics” (p. 418).
 But Australia’s own Peter Slezak, in “Linguistic Explanation and ‘Psychological Reality’” (2007), outdoes these “wimpy poms”:
 “it remains apt to characterise Devitt’s work in Chomsky’s (1967) words forty years ago as “a paradigm example of a futile tendency in modern speculation about language and mind” (p. 5); “Devitt’s fixation upon certain philosophical preconceptions makes it irresistible to note the comparison with Aristotelian philosophers critical of Galileo who were too hidebound in their scholastic notions to appreciate the force of his new scientific arguments” (p. 9). “Devitt’s approach has what Russell referred to as ‘the advantages of theft over honest toil’” (p. 28). Finally, my favorite, “Devitt is a closet behaviourist” (p. 20, n. 19). A reader of my Chomksian critics is likely to come away with the impression that I am against peace, motherhood, and certainly the Chomskian way. They want a jihad.
In the face of this, I should begin by affirming that I am for peace and motherhood and only a little bit against the Chomskian way. Most importantly, contrary to what my critics suggest (Collins 2007; Pietroski 2007; Slezak 2007), I am not against the research strategy of producing generative grammars in pretty much the way they are being produced.
 I am indeed skeptical of some Chomskian claims about the mind. But my main purpose is not to criticize Chomsky but to see what, at this point, we can reasonably conclude about the psychological reality underlying language (pp. 15-16).
 And my view, briefly, is: not very much.

The most striking thing about the Chomskian criticisms of my book is that they are as inadequate as they are scornful. These criticisms contain much about virtues of Chomskian linguistics, which are not in contention, much about points that Chomsky has “repeatedly”, “tirelessly”, etc. made, but little that seriously addresses my arguments. Time and again, the criticisms are vitiated by misinterpretations, missed distinctions, irrelevancies, ex cathedra pronouncements, overlooked arguments, evidence overlooked or simply invented. I have demonstrated this elsewhere (2006b) in the case of Smith. I shall demonstrate it here in the cases of Collins and Slezak. 

But, first, one can’t help wondering: What is it with these guys? (1) Why are they so scornful? (2) Why are their criticisms so inadequate?
(1) One might wonder whether the scorn is “payback”: that my discussions of Chomsky and his followers are scornful and abusive and that my critics are simply reacting to that. They do indeed tend to read the book that way. Thus, in their first drafts (which they typically send me), they ratchet up the rhetoric in reporting my criticisms, alleging that I claim that Chomsky is confused, commits elementary blunders, and the like.
 But these allegations are simply false. Doubtless I have scorned some views in my time but not Chomskian ones (until recently anyway!). I am, and always have been, a fan of generative grammar. So what does explain the scorn? I have my theories but I am too polite to say. 

(2) I am inclined to think that the inadequacy of the responses reflects something like Kuhnian incommensurability. Thus, despite several agreeable exchanges with Collins in which we attempted a meeting of minds it is clear that my view remains totally incomprehensible to him. And Slezak’s paper is a revised version of one, “Psychological Reality of Grammars: Devitt’s ‘Ignorance of Language’” (2006), on which I send him detailed comments. These drew attention to the scornful tone, misrepresentations, evidence ignored, arguments needed, and so forth. The only good effect on his revision was a minor reduction in the scorn level. 

My focus will be on the issue of conceptions of linguistics. In the next section I shall summarize my argument for the linguistic conception and against the psychological one. In section 3 I shall consider Collins’ defense of the psychological conception and critique of the linguistic one, in section 4, Slezak’s.
2. My Argument for the Linguistic Conception

The argument for the linguistic and against the psychological conception of linguistics is based on three quite general distinctions which are then applied to linguistics. The first distinction is:

1. Distinguish the theory of a competence from the theory of its outputs/products or inputs.

(For convenience, I focus on the competence to produce certain outputs.) I illustrate this first with the crude example of a blacksmith and the horseshoes he produces. A theory of the horseshoes is one thing, a theory of the blacksmith’s competence to produce them another (p. 17). I go on to some more interesting examples: between the theory of chess moves and the theory of chess competence; between the theory of wffs and the theory of a logic machine’s “competence” to produce them; and between the theory of the bee’s “waggle dance” and the theory of the bee’s competence to dance. In each example we are clearly dealing with two distinct theories.


The three more interesting examples illustrate another quite general distinction. In these examples, the outputs are rule-governed: their natures are constituted by their place in a “structure” defined by a system of rules. But these “structure rules” may be quite different from the “processing rules” that produce those outputs and the embodiment of which constitutes the competence. These are two different sorts of rules featuring in two different sorts of governing. So:


2. Distinguish the structure rules governing the outputs of a competence from the processing rules governing the exercise of the competence.


The bee provides my favorite illustration of this. A bee returning from a distant food source produces a waggle dance on the vertical face of the honeycomb. The positioning of this dance and its pattern indicate the direction and distance of the food source. These dances form a very effective representational system governed by a surprising set of structure rules. It is the task of a theory of that system to describe these structure rules. Karl von Frisch worked on this task for decades finally completing his theory in the 60s. He won a Nobel Prize. Here is a description of one of the structure rules of the bee’s dance: 


To convey the direction of a food source, the bee varies the angle the waggling run makes with an imaginary line running straight up and down...If you draw a line connecting the beehive and the food source, and another line connecting the hive and the spot on the horizon just beneath the sun, the angle formed by the two lines is the same as the angle of the waggling run to the imaginary vertical line. (Frank 1997: 82)

What von Frisch certainly did not win a Nobel for was a theory of how the bee performs this dance. Indeed, the processing rules within a bee that enables it to perform this remarkable feat remain a mystery to this day (pp. 18-21).


In sum, the representational system of the dance is one thing, the bee’s internal state of competence to produce the dance, another. Thanks to von Frisch we know a lot about the former; nobody knows much about the latter. We could hardly have more persuasive evidence that these are two very different matters to study. 


This having been said, surely the von Frisch’s theory of the nature of the dance tells us something about the internal state that produces it? Indeed it does. After all, the state is identified as the one that produces the dance. So the state is one that, performance errors aside, produces dances that are governed by the structure rules discovered by von Frisch. I introduce the technical term “respect” to capture this relation: the state of competence, and the embodied processing rules that constitute it, must “respect” the structure rules of the dance in that they are apt to produce dances that are governed by those rules. So, on the strength of von Frisch’s theory we know this minimal proposition about any competent bee: that there is something-we-know-not-what within the bee that respects the structure rules that von Frisch discovered. But what we don’t know is what there is in the bee that does this job: we don’t know about the bee’s processing rules. In particular, we don’t know whether any of the structure rules that von Frisch discovered are also processing rules for producing the dance. Hence my third general distinction:


3. Distinguish the respecting of structure rules by processing rules from the inclusion of structure rules among processing rules.

To move beyond the minimal claim and discover the way in which the bee’s competence respects the structure rules of the dance, we need evidence beyond anything discovered by von Frisch, evidence about the bee’s “psychology” (pp. 21-3).


A theory of a competence and a theory of its outputs are different but it follows from this discussion that they must both meet what I call “the Respect Constraint”: “a theory of a competence must posit processing rules that respect the structure rules of the outputs”; “a theory of the outputs must posit structure rules that are respected by the competence and its processing rules” (p. 23).


I take the discussion summarized so far to have established:


(A) There are the general distinctions 1 to 3.

The discussion then turns to linguistics:


(B) These distinctions apply to linguistics. (pp. 23-30)

(i) Just as the theory of the representational system that is the bee’s dance is one thing, the theory of the bee’s competence to produce the dance, another, so also is the theory of the representational system that is a human language one thing, the theory of the speaker’s competence to produce it another. We need a theory analogous to von Frisch’s to explain the nature of the expressions that constitute the human language. (ii) How would such a theory help with the theory of competence in that language? It would tell us that there is something-we-know-not-what within any competent speaker that respects the structure rules it describes (Respect Constraint). This is the minimal position on psychological reality that I later call “(M)” (p. 57). But the theory of the language provides nothing stronger than (M): it does not tell us what there is in the speaker that does the respecting. In particular, we don’t know whether any of the theory’s rules are also part of the psychological reality that produces language. To move beyond the minimal claim and discover the way in which a speaker respects the grammar’s rules, we need further psychological evidence. Finally, I argue for:
(C) A grammar is a theory of the nature of the expressions that constitute a language, not of the psychological reality of that language in its competent speakers (beyond the minimal (M)). (pp. 30-8)
I take the linguistic conception of linguistics to be the view that a grammar is a theory of the nature of the expressions  that constitute a language, and the psychological conception to be the view that a grammar is a theory of the psychological reality of a language in its competent speakers (beyond (M)). It follows trivially that:


(D) The linguistic conception is true and the psychological one false.

It is worth noting that studies of other representational systems that are actually in the mind – for example, Marr’s visual representations and “Mentalese” – are obviously psychological. This demonstrates that the crucial distinction for the linguistic conception is not between what is and is not psychology but between a theory of a system of representations and a theory of the competence to produce those representations. These theories are distinct even for Mentalese (p. 202).
 

Let me conclude my discussion of the linguistic conception by emphasizing that this conception does not involve the absurd claim that psychological facts have nothing to do with linguistic facts. Some psychological facts cause linguistic facts (pp. 23-4), some “respect” them (p. 25), some partly constitute them (pp. 39-40, 132-3, 155-7), some provide evidence for them (pp. 32-4), and some make them theoretically interesting (pp. 30, 134-5). But psychological facts are not the subject matter of grammars. The dispute is not over whether linguistics relates to psychology but over the way it does.
3. Collins’ Critique of the Linguistic Conception


One way to reject (D) would be to defend the psychological conception of linguistics. Although Collins is critical of my discussion of this conception, that is not Collins’ way. Indeed, he seems not to support the psychological conception as I have defined it. His disagreement with (D) is over the linguistic conception, which he vigorously rejects. However, it is hard to discern much in the way of an argument for this rejection. I shall start by considering his position on the psychological conception and then consider his rejection of the linguistic conception.

3.1 The Psychological Conception: Collins’ discussion starts by criticizing what he claims are my mistaken views of what Chomskians think the grammar tells us about the mind.

The charge against Chomsky and many others, then, is that, one way or another, they illicitly take structure rules to be processing rules without any good “explicitly psychological” evidence. It is difficult to think of anyone who answers to Devitt’s charge; Chomsky is certainly innocent. (p. 417)

Two comments. (1) I didn’t put “the charge” quite like that. What I actually said in the context of proposing (B) and (C) was:

there should be no a priori demand that an acceptable grammar must meet some [constraint beyond the Respect Constraint] concerning psychological reality, for example what Robert Berwick and Amy Weinberg call “transparency” (1984: 38). And a grammar should not be dismissed - as, for example, transformational grammars were by Joan Bresnan and Ronald Kaplan (1982) - for failing to meet such further constraints. And we should not decide which linguistic theory is right, as Janet Fodor suggests we might, “by considering the sorts of parsing procedures that each linguistic theory implies” (1989: 181). (p. 36)

(2) Collins’ dismissive response to the alleged charge is not appropriate. The long and complicated history of views of the relationship between the structure and processing rules surely demands a more nuanced response. Thus, in the beginning there was the unpromising idea that transformation rules are run backward in parsing (Miller and Chomsky 1963). By the 1970s, this view had fallen out of favor (Fodor, Bever and Garrett 1974), although it was still being thought of as a “natural” first guess in the 1980s (Berwick and Weinberg 1984: 39). I’d say that the view that structure rules were processing rules was alive, even if not so well, into the 80s.  And even in 1990s, the belief that grammatical rules played a central role in language use remained (Pylyshyn 1991: 232).

Collins continues on from this shaky start as follows: “Chomsky has never thought that linguistic theory is about psychological processing” (p. 417). Now, as Collins knows, I am well aware of this and of Chomsky’s famous distinction between competence and performance. So what is bothering him?
 He sees me as applying ‘linguistic competence’ simply to the state (not a process, mind) that embodies the language processing rules that are center-stage in performance,
 whereas Chomsky thinks of it as applying to a knowledge system in a language faculty, a system that is utilized by the processing system but independent of it. Now, I think I construe ‘linguistic competence’ more broadly than he supposes. But we need not argue this terminological matter because it is beside the point.
 For, my conclusion is that, beyond (M), the grammar alone tells us nothing at all about “the psychological reality underlying language” (p. 9), nothing at all about whatever language-specific psychological state or states any competent person must be in, whatever one calls ‘competence’. Similarly von Frisch’s theory alone tells us nothing at all, beyond an analogue of (M), about the “psychological” reality underlying the competent bee’s dancing. Simply on the strength of the fact that the language processing rules must respect the structure rules described by a grammar, we could perhaps say that knowledge of those structure rules is “implicit” in the processing rules (c.f. p. 25); similarly we could perhaps say that knowledge of the dance rules is “implicit” in the bee’s processing rules (c.f. pp. 22-3). But it seems to me much better if we do not adopt this very unhelpful way of talking. And the important point is that the grammar of a language does not alone give any support at all to the idea that the structure rules are embodied in some knowledge system of those competent in the language or, indeed, that the competent even have a linguistic knowledge system in a language faculty distinct from the processing system. Any such robust idea of psychological reality requires the support of some powerful assumption other than the grammar (pp. 35-6).
 That is why the psychological conception is wrong. And that conception is what I really take to be the standard Chomskian view of what the grammar tells us about the mind: that the grammar’s rules are not merely respected by the mind but actually in the mind in some way, playing a causal role.

If Collins were to disagree with me here he would have to take the grammar to show us more than (M) about the competent speaker. Yet, he actually thinks it shows us less! Collins says that the grammar is a theory of “the function computed” by the mind/brain (p. 418). I have discussed this familiar idea before (pp. 66-7; 2006b: 579-80) arguing that, insofar as it is right, it amounts only to something that is not in contention: that the grammar yields position (M). Collins agrees, but with an important qualification: “there is indeed a respect condition, but it is internal…not deferential to anything external” (p. 417). So what the grammar tells you about the mind of a competent speaker is not more than (M) but rather (M) stripped of the idea that the structure rules that are respected govern anything external to the mind. 
Two comments. First, if the linguistic conception is right – see section 3.2 below - and there is an external linguistic reality explained by the grammar, then there is no motivation for the stripping. 
Second, and much more important, Collins’ view that the grammar shows us less than (M) manifestly will not save the psychological conception I have defined and taken to be the standard Chomskian view. It does not entail that any of the syntactic rules posited by the grammar, rules like the following, govern psychological reality: 
An anaphor must be bound by another expression in its governing category.

A pronoun must not be bound by another expression in its governing category.

Accusative case is assigned by a governing verb or preposition.

A verb which fails to assign accusative case fails to theta-mark an external argument.

Movement cannot cross more than one bounding mode.

According to Collins, the grammar gives us reason to believe that these sorts of rules are respected by the mind, in his internalist sense, but no reason to believe that they are in the mind.
So where do Collins and I disagree over what the grammar alone tells us about the mind? One disagreement is clear: on my view the grammar tells us only (M) whereas on his it tells us “internalist (M)”, an even weaker view. I think that there is another significant disagreement. I take it that he thinks that his internalist respecting is located in a language faculty independent of the language processing system. In my view, the grammar gives no support to that idea. Still, these disagreements are less than I, for one, anticipated.


Why is Collins content with such an anemic view of what grammars tell us about the mind, much less than Chomskians have standardly supposed? I assume the answer is that he rejects the linguistic conception and this leaves nothing else for the grammar to be about.
3.2 Anti Linguistic Conception: What does Collins say in support of the view that the grammar does not tell us about the linguistic reality of expressions? I start with three things he does not say.
(a) Collins (p. 419) does not resort to a line repeated time and again by defenders of the psychological conception:
 that the linguistic properties of expressions supervene solely on psychological facts and so the study of those properties must be part of psychology. This “supervention defense” is entirely erroneous, as I have emphasized elsewhere (p. 40; 2006b: 582-4). And if it were not, all the sciences - economics, psychology, biology, etc. – would be parts of physics.


(b) Although Collins clearly does not like the view that there is a linguistic reality to theorize about - that there really are things outside the mind that have the sort of linguistic properties described in a grammar – he does not argue against it. In any case, I have argued for this “linguistic realism” elsewhere (pp. 184-9; 2006b: 597-604).

(c) He does not argue that grammars do not describe this linguistic reality. Indeed, he says something very congenial to the view that they do: “Generally, only ‘high-level relational properties’ of acoustic signals, etc….are of interest to linguistics” (p. 420). My view is that grammatical claims like those above about anaphors, pronouns, verbs, prepositions, and the like are indeed about such high-level properties, helping to explain the linguistic nature “of items like the very words on this page” (p. 31).

So what is Collins’ problem with the linguistic conception? The answer in a nutshell is that anything a grammar tells us about a linguistic reality outside the mind is not “theoretically interesting”:
we talk of external concreta having linguistic properties, for sure…but all that is irrelevant to linguistics qua an empirical science. The only interesting question is whether linguistic properties so construed enter into theoretical explanation. (p. 419)

And Collins is convinced that they do not: “external factors are just not salient to current scientific inquiry” (p. 420). Grammatical claims explain cognitive phenomena like the way speakers construe expressions, not the expressions themselves:
In the sentence Bob’s brother loves himself neither Bob nor brother c-command himself, which in part explains why English speakers construe the reflexive to be referentially dependent on the whole DP rather than Bob or brother alone…absent the human mind/brain, that Bob’s brother c-commands himself is no more interesting a property of our example sentence (understood as an inscription) than that the pairs <h, h> and <e, e> are cross-serial…The only conceivable reason to pick out c-command is that it, as opposed to an indefinite number of other properties, enters into an explanation of human cognition (e.g., judgements of referential dependence). (p. 420)

Collins is not concerned to argue against a linguistic reality because such a reality is irrelevant: his characteristically sweeping conclusion “is not a proof that there is not a linguistic reality; it is only intended to demonstrate the irrelevance of the idea to current linguistic thought and any other conceivable science” (p. 420).

It is crucial to see that Collins’ whole case against the linguistic conception rests on the claim that the study of linguistic reality has no theoretical interest. Furthermore, that case bears on his attitude to the psychological conception. We have noted in section 3.1 that he does not defend the robust psychological conception that I defined, being content with the anemic view that the grammar simply provides his internalist (M), even less than I think it provides. I assume that this contentment must rest on his rejection of the linguisitic conception. With that conception out of the way, there is nothing else for the grammar to be about but the mind, however impoverished a picture it gives of that.


I start my response with a clarification. Strictly speaking, the claim about theoretical interest does not count against the linguistic conception as defined because that definition makes no mention of theoretical interest. Still, Collins is of course right that a grammar conceived of as a theory of linguistic reality must be theoretically interesting if the linguistic conception is to be taken seriously. And I argue that a grammar thus conceived is theoretically interesting (pp. 28-30, 134-5). 
I have two points to make about Collins’ claim that it is not: (1) the claim is almost entirely unargued; (2) it is false.

(1) So what is Collins’ argument that a grammar conceived of as about linguistic reality is theoretically uninteresting? All I can find is this:

syntax can be realised by more or less anything one likes (for starters, consider the set of conceivable orthographies, hand gestures, and acoustic signals within the human frequency band). But the rub here is that there is no unity to this heterogeny save for that provided by the human mind/brain. (p. 420)
But the response is obvious: what unifies these various physical entities and makes them the object of linguistic inquiry is that they all have linguistic properties. The study of those properties is interesting and that’s why linguistics is interesting. One might respond that the entities have those properties in virtue of psychological facts – and I think that this is largely right (pp. 39-40, 155-6) – but to infer from this that the study of those properties is part of psychology would be to make the erroneous supervention defense; see (a) above. Collins does not make this defense (p. 419). So what else does he say? He draws attention to some interesting psychological matters that he thinks grammars explain. But that is of course quite compatible with their also explaining interesting linguistic matters. And, as noted, I have argued that they do. Collins does not address those arguments. He is content with repeated ex cathedra pronouncements that the only interesting explanations in linguistics are of cognitive matters. He writes as if one can simply read this off from the practice of linguists. But one can’t. And I am arguing that this practice, despite what Chomskians (but not all linguists) say about it, is one of constructing interesting theories of linguistic reality. These theories include claims like those displayed above about anaphors, pronouns, and the like. When the theories are applied to linguistic expressions they yield claims like “Bob’s brother c-commands himself” that help explain the nature of Bob’s brother loves himself. Syntax texts are full of such theories and applications, explaining the nature of linguistic expressions. These explanations can then be used to explain cognitive phenomena – see below – but, as they stand, that is not what they are doing..

(2) My argument, ignored by Collins, that the task of studying the nature of linguistic expressions is theoretically interesting and worthwhile comes in two parts. I summarized the first part as follows:

First, [the task] must be worthwhile if the study of linguistic competence…is worthwhile because that study involves my task. Indeed, my task has a certain epistemic and explanatory priority over the study of competence. Second, I noted the interest of an analogous task, explaining the code of the bee’s dance. Third, I claimed that substantial and interesting theories - generative grammars - are fulfilling the task. Fourth, and most important, I claimed that the properties of tokens that the task studies - meanings, hence the syntactic properties that partly constitute meanings - play striking roles in our lives. (p. 134)
In the second part, I develop this last reason, concluding:
Language is an extraordinarily effective way of making the thoughts of others accessible to us, thoughts that otherwise would be largely inaccessible; and of making our thoughts accessible to others, often in the hope of changing their thoughts and hence their behavior. So we have a great theoretical interest in explaining the properties of linguistic expressions, including their syntactic properties, that enable the expressions to play this striking role. And just as our interest in the properties of the bees’ dance leads to an interest in the bees’ competence to produce dances so also does our interest in linguistic expressions lead an interest in our competence to produce them. We have the following “direction of theoretical interest”: from thoughts to language to linguistic competence. (p. 134-5)
So I have no problem with the idea that our interest in a theory of the nature of linguistic reality stems from our interest in the mind. Indeed, if our interest in the mind requires that theory then of course the theory is interesting!


One can only imagine the scorn that Collins has for these ideas. But scorn is not an argument. It follows from my argument that his ex cathedra pronouncements about what grammars explain are false.

As noted in (b) and (c) above, Collins does not argue against realism about linguistic reality nor against the idea that grammars describe that reality. So let us suppose that those ideas are true. Here then are two more comments on the issue. (I) It would be surprising indeed if the grammars that describe linguistic reality were not interesting theories of that reality, even more interesting than von Frisch’s Nobel-Prize winning theory of the bee’s dance. (II) Collins emphasizes the role of grammars in explaining cognitive phenomena. I am all for such explanations, although I think that good ones are mostly hard to come by (just as they are for the bee). But the important thing is that, given the supposition, the goodness of such an explanation depends on the grammar being true of linguistic reality. It is because the grammar gives a good explanation of the symbols that speakers produce that it can contribute to the explanation of their cognitive phenomena. Take Collins’ example of c-command. Why do certain people construe the reflexive in Bob’s brother loves himself as referentially dependent on the whole DP rather than on Bob or brother alone? Answer: (i) those people are competent in English and hence “respect” its rules; (ii) Bob’s brother loves himself is an English sentence in which himself is c-commanded by the whole DP but not by either of its parts; (iii) it is a rule of English that, in these circumstances, the reflexive must be bound by the whole DP. This cognitive explanation depends on (ii) and (iii) providing a good linguistic explanation of the nature of that English sentence. In general, English speakers construe English expressions as if they had certain properties because, as the grammar explains, the expressions really have those properties.


But suppose that linguistic realism were not right. Couldn’t a grammar still explain the way English speakers construe expressions by saying that these speakers “respect” the rules of English? Perhaps so, but there is a problem right at the beginning with the antirealist explanandum. We are asked to explain that speakers construe the sounds and inscriptions of English as if they had certain properties even though they don’t in fact have them. I have argued that this antirealism does not fit into a plausible theory of language acquisition and use and, in any case, lacks sound motivation (pp. 184-9; 2006b: 597-604).


In conclusion, Collins case against the linguistic conception fails. It rests almost entirely on unsupported and false pronouncements that explanations of linguistic reality are not theoretically interesting. There is indeed “a science to be had” of linguistic reality and generative grammars are at the very center of that science. In section 3.1 we saw that Collins makes no case for the psychological conception as I define it, being content with an anemic view of what a grammar tells us about the mind. This contentment seems to rest on his rejection of the linguisitic conception. 
Where can Collins go from here? It seems to me that his only path is the antirealist one just mentioned. If he can establish that there aren’t entities external to the mind with linguistic properties then it is plausible (though, in the end, I don’t think right) to argue that the linguistic conception is wrong. But this is an argument he has not given.
4. Slezak’s Defense of the Psychological Conception

I am pleased that Slezak chose to discuss my book at such great length. I only wish I could be the least bit pleased with the result. It brought to mind what Mary McCarthy said of Lillian Helman: “Every word she writes is a lie, including ‘and’ and ‘the’.”


Slezak adduces some considerations he thinks undermine my position on the conception issue. But so far as I can see he makes no attempt to undermine my argument for this position, no attempt to show that there is something wrong with distinctions 1-3, (A) in section 2 above, or with their application to linguistics, (B) and (C) in section 2.

Slezak quotes part of my summary of the major conclusions and tentative proposals in the book:

I urge that linguistics is not part of psychology; that the thesis that linguistic rules are represented in the mind is implausible and unsupported; that speakers are largely ignorant of their language; that speaker’s linguistic intuitions do not reflect information supplied by the language faculty…that there is little or nothing to the language faculty… (p. vi)
Slezak takes this to be the view that “just about everything in Chomsky’s conception of the status and character of the generative enterprise is wrong” (p. 3).
 I think this is an exaggeration, but let it pass. Slezak goes on: “Devitt’s critique rests on two pillars: his negative critique of Chomsky’s psychological realism regarding grammars, and his positive case for an alternative conception of a ‘linguistic reality’ that grammars are about” (p. 3). 

4.1 Mischaracterizing the Negative “First Pillar”: Slezak is wrong from the start about this “pillar”. One might well say that my critique of Chomsky rests in part on my negative view of the psychological conception of linguistics but that is not the same as a negative view of psychological realism regarding grammars. Slezak conflates these two issues here and throughout his paper, as we shall see.
 My chapter 2 rejection of the psychological conception informs my investigation of the psychological reality issue throughout the rest of the book. I have several proposals on the reality issue, all of them tentative and one of them, the first, is positive not negative: “A language is largely psychologically real in a speaker in that its rules are similar to the structure rules of her thought” (p. 152).

4.2The Negative “First Pillar” and My Alleged Attribution of RT: Slezak’s discussion deteriorates rapidly with the following accusation: 
Thus, in part, Devitt’s book depends on attributing a certain doctrine concerning mental representation to Chomsky as the most “natural interpretation” despite Chomsky’s explicit rejection of it. (p. 3). 
My alleged attribution is described as a case of “severe uncharitability” (p. 4). Now the doctrine that I am supposed to have attributed is what I call “The Representational Thesis (RT)”: “A speaker of a language stands in an unconscious or tacit propositional attitude to the rules or principles of the language which are represented in her language faculty” (p. 273).
 I have two comments on Slezak’s accusation. (i) I do not attribute RT to Chomsky. (ii) The claim that my book depends on this attribution is a preposterous red herring.

(i) Smith (2006) similarly accused me of attributing RT to Chomsky. I responded, calling this a “weird misinterpretation” because it is made without any supporting argument and in the face of “overwhelming evidence that it is wrong” (2006b: 573). I went into some detail to set it to rest, including the following:
Ignorance makes no firm attribution of RT, or any other view of linguistic competence, to Chomsky. True, it starts with “the natural interpretation” that Chomsky and other linguists do believe RT….But far from there being “no real attempt to make out a more plausible…version of Chomsky’s position”, the book immediately raises doubts about the natural interpretation and entertains another according to which linguistic rules are embodied somehow without being represented (pp. 6-7). When I later address the interpretative issue at some length (pp. 62-71), I do not settle on an interpretation and conclude that “one is left uncertain of Chomsky’s position” (p. 71; see also pp. 174-7). (2006b: 572-3)

The earlier version of Slezak’s paper (2006) prompted a similar remark in the comments I sent him. And I drew his attention to my detailed response to Smith. I had the naïve expectation that this would clear up Slezak’s misunderstanding. It was not to be. Slezak persists with his accusation and adds an extraordinary footnote to justify his persistence. He argues that my “rhetorical strategy is to have it both ways”. One of my ways, (I), is to make a “formal disclaimer” that I do not settle on an interpretation; see the above quote, for example. The other of my ways, (II), is to claim “overwhelming evidence for the attribution [of RT] to Chomsky that makes it obvious.” He clearly thinks that the “formal agnosticism” of (I) is a bit of a sham and so feels entitled to persist with his accusation on the basis of (II) (p. 4, n. 4). 
So how does Slezak support (II)? He rightly points out in the footnote that I claim that there is “a great deal of evidence” for the attribution of RT (2006b: 572). But, of course, that is a long way from saying that the evidence is “overwhelming” or the attribution “obvious”. Where do those ideas come from? He has taken passages that concern other matters altogether and used them to fabricate his case. (a) He takes a general remark in the Preface that “I sometimes felt that I was arguing for something that should be fairly obvious” (p. vi), a remark that has absolutely nothing to do with the attribution of RT to anyone, and presents it as a remark about such an attribution. (b) Next he misrepresents my approving quote of a passage in which Fiona Cowie claims, in effect, that the linguistic conception of linguistics should be “utterly uncontroversial” (p. 8) as if it also were about the attribution of RT. (c) Finally, where does the talk of “overwhelming evidence” come from? There is a nice irony here. So far as I can see, the only evidence that I claim to be overwhelming is against Smith’s interpretation of me, an interpretation that Slezak now repeats with the help of these fabrications! Slezak has flagrantly misrepresented me to support his allegation that I uncharitably misrepresent Chomsky.

 (ii) Even if I had attributed RT to Chomsky my book and its “critique” of Chomsky quite obviously could not depend on attributing RT to him. The seven major conclusions and seven tentative proposals of the book, listed in the “Glossary” (pp. 275-6), do not mention Chomsky and clearly any attribution to Chomsky is irrelevant to them. Still, I naturally tend to assess whether conclusions and proposals are contrary to Chomskian views, in particular, to the views of Chomsky himself. And, in the “Preface”, I claim that “these conclusions and proposals are very much at odds with standard Chomskian views” (p. vi). Insofar as my book is a critique of Chomsky, that critique is constituted by this claim and what it is based on. So, what is it based on? As a matter of fact, the basis is never the attribution of RT to Chomsky. Slezak makes no attempt to show otherwise, despite his accusation. The nearest the basis comes to that attribution of RT is in the discussion of my second major conclusion that “there is no significant evidence for RT and, given what else we know, it is implausible” (p. 272). As I have just pointed out, I do not take this conclusion to be clearly contrary to Chomky’s views. Still I do take it to be contrary to some Chomskian views, for reasons I will summarize in a moment. Aside from that, attributing RT has absolutely nothing to do with my confident claim that my first major conclusion - that linguistics is not part of psychology, discussed in sections 1 and 2 above - is contrary to the Chomskian view . Nor does it with my similar claim about my third major conclusion. That conclusion is that “speakers’ linguistic intuitions do not reflect information supplied by the language faculty. They are immediate and fairly unreflective empirical central-processor responses to linguistic phenomena. They are not the main evidence for grammars” (p. 120). My fourth and fifth major conclusions are: “The psychological reality of language should be investigated from a perspective on thought” (p. 129) “Thought has a certain priority to language ontologically, explanatorily, temporally, and in theoretical interest” (p. 141). I see these conclusions as unChomskian but “have no firm view of the extent of Chomsky’s disagreement” (p. 174). Attributing RT has nothing to do with this view. Nor does it with my view that my sixth major conclusion – “the primary concern in linguistics should not be with idiolects but with linguistic expressions that share meanings in idiolects” (p. 183) – and my second tentative proposal – “there is little or nothing to the language faculty” (p. 173) - are contrary to Chomskian views. And so on. 
In sum, Slezak’s claim that I attribute RT to Chomsky is a misrepresentation based on fabricated evidence. Even if I had attributed RT to Chomsky that would have been irrelevant to my major conclusions and tentative proposals and largely so to my “critique” of Chomsky. Slezak seems impervious to evidence on this matter.

4.3 Attributing RT: I did not attribute RT to Chomsky but suppose I had, would that have been so bad? Smith and Slezak think so: I would be setting up a straw man for, according to Slezak, “there is not the slightest reason to think” that Chomsky subscribes to RT (p. 10).  I think Smith and Slezak are wrong. (i) I offer a great of evidence for the attribution to Chomsky and others (pp. 3-6, 72-81, 96-7). Neither Smith nor Slezak make a serious attempt to explain away this evidence.
 (ii) Jerry Fodor, one of the world’s leading cognitive scientists, is notorious both for believing RT and attributing it to Chomsky and other linguists (see his 2001, for example). Another leading figure, James Higginbotham surely believes RT too. Thus in recent comments on Ignorance, he claimed
My knowledge that any is a negative polarity item that must appear within the immediate scope of negation results from my holding somewhere in the appropriate storehouse a representation Y whose content is that any must appear within the immediate scope of negation. (2007)
(iii) This “High Church” interpretation has fallen out of favor in some quarters but it was still alive enough recently for Collins (2004) to write an interesting article aimed at rejecting it. Earlier, others have taken it seriously enough to argue against it; see my brief mention of these discussions (p. 197) for examples. (iv) Chomsky is dismissive of the view that a speaker’s knowledge of her language is knowledge-how, thus encouraging the view that it is knowledge-that, i.e. encouraging RT; see my ch. 6 for discussion. (v) The received view of linguistic intuitions, what I call “the voice-of-competence view”, is that intuitions are “derived” via a relatively direct cognitive path from the embodied rules of the language, a path that does not go via central-processor reflection on the data. We have some idea how to explain this if we assume RT but, I argue, without RT we do not have the beginnings of an idea (pp. 117-19) (vi) Chomsky’s famous argument for the language faculty, emphasizing how different the principles of linguistics are from others, for example, from those of physics (1975: 144; 1986: 150), seems to require that what we learn in learning a language are propositions; it seems to require RT (pp. 263-5). (vii) The exciting idea that linguistic nativism resurrects the rationalist doctrine of innate ideas seems to require that what is innate is a set of propositions made up of those ideas (pp. 246-7). If it does then RT, as an account of the final state, is certainly a natural bedfellow of this view of what is thus required of the initial state.

In the face of this amount of evidence it is simply disingenuous of Slezak to dismiss RT out of hand as an interpretation of what many linguists think about the place of language in the mind. The fair and judicious thing to say is that it is hard to interpret what Chomsky and others believe about the psychological reality underlying language and that RT is, at least, what some have appeared to believe sometimes. Perhaps Chomsky has changed his mind! And it seems to me it would be gracious for those who rightly take RT to be implausible to thank rather than scorn those who spend time trying to refute it.


4.4 The Positive “Second Pillar” and My Alleged Behaviorism: Perhaps the silliest charge that Slezak makes is that I am “a closet behaviourist” (p.20, n. 19). The “second pillar” of my book, my alternative program, “entails nothing less than undoing the mentalism of the ‘cognitive revolution’” (p. 5). “Devitt’s denial that linguistics is psychology amounts to dissenting from the enterprise of cognitive science and what constitutes psychological explanation in the modern information processing paradigm” (p. 20). We have already seen that Slezak’s view of my “first pillar” starts from a conflation of the psychological conception issue with the psychological reality issue and then moves to the groundless claim that my critique rests on the attribution of RT to Chomsky. His discussion of the “second pillar” is no more successful.
Why does he think I am a behaviorist? Set that aside for a moment. Why does he think I am in the closet? The answer is that he has noted (p. 23) my short chapter rejecting behaviorism (pp. 87-8). But one wonders if he has also noticed part IV of the book, “The Relation of Language to Thought” (pp. 123-92), which argues, inter alia, for intentional realism, the Language-of-Thought Hypothesis, and the fourth and fifth major conclusions about thought repeated above. And did he notice that my discussion of language use draws heavily on cognitive psychology (pp. 210-20)? Or that my other works on meaning and reference are steeped in cognitivism? If I’ve been faking it for all these years, I’ve pulled off a deception to rival Kim Philby’s.

So, how did I give myself away to Slezak? What makes him think that, despite all this evidence of my cognitivism, I am, deep down, really a behaviorist? It’s the alleged “nominalism” of my linguistic conception of linguistics, my idea that grammars are about a nonpsychological realm of expressions, physical entities forming representational systems. Part of the give away is guilt by association: Bloomfield was a nominalist and he was also a behaviorist (pp. 5-6). But there is more to it than that as we discover later (pp. 23-4). Slezak thinks that my view of language is undermined by Chomsky’s famous attack on Skinner. But it isn’t! Slezak has missed the distinction, crucial to my conception of linguistics, between a theory of the cause of behavior and a theory of the nature of a representational system that is the product of that behavior. Chomsky’s criticism is of the former. It is simply irrelevant to the latter. Chomsky showed that the behaviorist theory of behavior, particularly verbal behavior, is inadequate; even the notion of behavior it involves – response - is, as Slezak emphasizes, mentalist. This casts no doubt at all on the enterprise I am promoting, the study of the nature of the representational system constituted by tokens produced by that behavior. Consider the bee analogy for example. Should we ever come up with an explanation of the bee’s dancing it is likely that it will be (quasi-)mentalist rather than behaviorist, if for no other reason, because the bee’s behavior involves producing and responding to a representational system. But this would manifestly do nothing to undermine von Frisch’s achievement in explaining the representational system of the dance. Similarly, should we ever come up with an explanation of verbal behavior, I am sure that it will be mentalist not behaviorist, but this does nothing to undermine the achievement of a grammar in explaining the representational system of a language. (Of course, given the Respect Constraint, the system in each case must be a key part of any explanation of the behavior that we do come up with.)

I wonder whether something else may be lurking in the background, perhaps the earlier-rejected “supervention defense” of the psychological conception (3.1), or perhaps “the anti-realism objection” that the linguistic reality I am interested in doesn’t exist. A response to this objection starts by noting that the sounds produced in language use indubitably exist. Some, like Georges Rey (2006a,b), deny that these sounds have linguistic properties, but I have argued that they are wrong (pp. 184-92; 2006b: 597-605). If the sounds have those properties, the sounds are linguistic entities forming a representational system. Then, I argue, this linguistic reality can and should be studied. Criticisms of behaviorism are beside the point.

4.5 The Negative “First Pillar” and The Respect Constraint: Slezak quotes my claim, “A grammar may have nothing more to do with psychological reality than comes from its meeting the Respect Constraint” (p. 37) and responds by saying that “terminology aside”, this is “Chomsky’s point concerning the competence-performance distinction”: “there is nothing of substance left over besides terminological disagreement between Devitt and Chomsky” (p. 13); “the first pillar of Devitt’s account – his critique of Chomsky – collapses into a verbal quibble” (p. 22). This is surprising. It will be remembered that the “first pillar” caused Slezak considerable anguish because of its alleged attribution of RT to Chomsky. Why the anguish if the “pillar” is really only verbally different from Chomsky’s position?! Set that aside.
 I have three other points.

(a) It is hard to know what is going on here but it looks as if Slezak is again conflating the psychological conception issue with the psychological reality issue. In my comments on a similar passage in the earlier version (Slezak 2006) I remarked: 

[Slezak] overlooks that I am using this [claim about the Respect Constraint] to argue against the psychological conception of linguistics. If all you get from the grammar about the psychological reality is that that reality “respects” the linguistic rules (in my technical sense), how could the grammar be about that reality? The grammar states a mass of principles and rules of a language. If those statements are not descriptive of the mind of a speaker how could the grammar be about the mind? You can’t combine: belief in the grammar; skepticism about the mental states underlying language; the psychological conception of the grammar.
Slezak responds in a new note:

The issue evidently turns on whether the formalisms of a grammar can be descriptive and about the mind in any sense. Devitt’s scepticism amounts to rejecting functionalism, since the functionalist stratagem captures the sense in which abstract, formal rules may be literally descriptive of a system and, therefore, a psychological theory. (p. 13, n. 13)
Of course the formalisms of a grammar can be descriptive about the mind; indeed, my first tentative proposal, quoted earlier, is that they are. But my argument for the linguistic conception (section 2 above), which Slezak does not address, is that the grammar alone gives us no reason to suppose that the formalisms are descriptive about the mind. In considering whether they are – that’s the psychological reality issue which dominates the book - my approach is, of course, functionalist. 
(b) Slezak wrongly takes my position to be “a refusal to accept the abstract idealizations of grammars when their underlying processing realization is unknown” (p. 12, emphasis added). (i) In arguing for the linguistic conception I accept that this “abstract idealization” is descriptive of linguistic reality. But I think we need evidence other than that for the grammar before thinking that it is descriptive of psychological reality. That is central to the argument. (ii) Slezak seems to think that my caution about psychological reality arises from thinking that we should not commit to a mental entity until we know how it is realized/implemented. But this is not so: I am committed to there being beliefs, desires, and other thoughts without any knowledge of the mechanisms that realize them in the mind. I am committed because, I argue, we have good evidence for these states (pp. 125-7). And that is what we need before accepting that the rules and principles posited by a grammar are present in the mind. The problem is the lack of evidence at “the mental level” not “the implementation level”. Slezak quotes the following passage from Chomsky approvingly:

I cannot see that anything is involved in attributing causal efficacy to rules beyond the claim that these rules are constituent elements of the states postulated in an explanatory theory of behavior and enter into our best account of this behavior. (Chomsky 1986: 253)

Right! So the issue with grammatical rules is whether they are constituent elements of states posited by such a best explanation. That is what we need evidence on. Most of my book is concerned with assessing the evidence.


(c) What about Slezak’s claim that “Devitt’s ‘Respect Constraint’ is nothing more than Chomsky’s competence/performance distinction” (p. 22)? Here is a quick way to see that this is obviously false in the case of language. My Respect Constraint distinguishes a psychological theory of linguistic competence from a linguistic theory of the expressions that are the product of that competence. In contrast, Chomsky distinguishes two psychological theories, one of linguistic competence, the other of language use. He draws attention to the fact that many factors can enter into any performance other than the underlying competence: there can be “noise,” limitations of memory, etc. The theory of competence abstracts from that. And so does the theory of expressions that the Respect Constraint distinguishes from the theory of competence (pp. 21, 24). The competence/ performance distinction is not the same as the distinction between the theory of competence and the theory of expressions, it is part of the background for both sides of the distinctions.


4.6 The Negative “First Pillar” and “As-If”: Using a wide range of examples of behaviors - including those of computers, kingfishers, insects and humans - I emphasize the following distinction (pp. 45-52):

4. Distinguish processing rules that govern by being represented and applied from ones that are simply embodied without being represented.
Slezak’s discussion of this is way off track. (a) “Devitt says that his thesis that linguistics is not part of psychology rests in part on this principle” (p. 14). I don’t say this at all and it is not true. What is true is that my discussion of the psychological reality issue rests in part on this distinction. Slezak is, once again, conflating the conception and reality issues. (b) In the earlier version of his paper (2006), Slezak identified my distinction with one he attributes to Quine between a rule’s “fitting” and “guiding”. Fitting requires only that the object behaves as if governed by a rule whereas guiding requires the “conscious application of rules”. In my comments I pointed out that this is not my distinction. My distinction is between two ways rules may govern an object and both ways are explicitly distinguished from an object merely behaving as if it was so governed. Slezak persists with his misrepresentation, as usual, on the ground that “it is unclear what kind of system Devitt has in mind that might neither ‘represent’ rules (in his sense), nor ‘simply embody’ them at all, unless perhaps it is a remotely controlled robot and, therefore, of no interest here” (p. 14, n. 14). Apparently Slezak got nothing out of the book’s immediate attempt to clarify:
Consider a pocket calculator, for example. Its operations are governed by rules, the rules of algorithms for addition, subtraction, and so on. Now let R be a rule for addition. So the calculator should behave as if it is governed by R: its outputs given inputs should be just what we would expect if it were governed by R. But, of course, this does not mean that it is governed by R. There are many ways to add and the calculator may have been so designed that it is governed by a rule other than R; for example, R might be in the decimal notation and the governing rule might be in the binary notation. For it to be governed by R it has to not only have the appropriate outputs for inputs but an appropriate internal organization. Distinction 4 is between two sorts of appropriate internal organization. (pp. 45-6)
This was accompanied by a note that also should have helped: 

Pylyshyn (1980, 1991) calls systems or processes yielding the same input/output behavior “extensionally equivalent” or “weakly equivalent”. “Strongly equivalent” systems or processes produce that behavior in the same way, by the same algorithm. (p. 46, n. 3)

AI provides many examples of systems that are only weakly equivalent: for example, ELIZA and a therapist; Deep Blue and a chess grand master.


In conclusion, Slezak’s defense of the psychological conception is a failure. More importantly, like Collins and Smith before him, he makes no serious attempt to address my argument.
 This failure to address arguments against the psychological conception is part of the Chomskian tradition, as I have pointed out (p. 8; 2006b: 574). Such arguments have been around in some form for more than thirty years but have been largely ignored. Developed forms appeared in several papers in the 80s: Katz 1984, Soames 1984, and Devitt and Sterelny 1989. More recently there was Devitt 2003, on which chapter 2 of Ignorance is based. I think that it is time that my Chomskian critics made a serious attempt to refute this argument.
 If the argument is mistaken, it should be fairly easy for them to say why.

The Graduate Center, The City University of New York
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� So I apply ‘rule’ to syntax not with its technical sense in linguistics but with a broader sense.


� Collins breaks rank, however, by ending his “highly critical” review with some nice words about the book (p. 423).


� ‘Poms’, short for ‘pommies’, is a colloquial Australian way of referring to the British.


� Collins makes more false accusations than I could readily answer. These include, (a), that I resist “the demarcation of a domain of inquiry”, what he calls “linguistic cognition” and I call “linguistic competence” (2007: 418). Most of my book is about this domain. And they include, (b), that I make “ex cathedra stipulations of disciplinary boundaries” (ibid.). What linguists do does indeed determine the domain of linguistics, as Collins insists. That’s one thing. Opinions about what domain has been so determined is another. I argue for my opinion – see section 2 below – I don’t stipulate it.


� All such unidentified references are to Devitt 2006a.


� Thus, Slezak 2006, posted on the internet, claimed quite falsely that I accuse Chomsky of being “evasive and lacking candour”, of being “disingenuous”, of using a “ruse” (p. 15).


� Smith delivers himself into my hands by asserting, with astounding confidence, that von Frisch’s hypothesis “is highly controversial and has very little empirical credibility these days” (2006: 440). He does this without apparently bothering to check the evidence to the contrary that I cite (p. 20, n. 3). More importantly, he misunderstands the place of the bee’s dance in the dialectic; see my response (2006b: 585-7). Collins does too: “In the face of the last fifty years of generative linguistics, Devitt’s presumption that the study of insect behaviour offers a default model of how linguistics should proceed is truly bizarre” (p. 418). There is no such presumption or model. (i) The bee is used to illustrate distinctions 1-3. That’s all. And it is not the behavior of the bee that matters to this illustration but the representational system that the behavior produces. (ii) The book offers no model at all of “how linguistics should proceed”; a fortiori it does not offer one using bees as a model. (iii) The bee case is part of an argument about the subject matter of linguistics not about its methodology.


� The need for this paragraph was brought home to me by Mark Crimmins.


�  All such unidentified references are to Collins 2007.


� See chapters 4 and 11 for my attempts to do justice to the history to this point and after.


� The answer became much clearer to me in a typically spirited but very helpful email exchange with Collins and Smith. This has led to many changes in the paper and I am grateful to them both.


� Performance must also involve some “pragmatic” abilities; in comprehension, for example, that of removing ambiguities (pp. 233-5). And there is likely to be “noise” in any actual performance.


� Some other points in my book do depend somewhat on my view that linguistic competence is a piece of knowledge-how and hence in the same family as skills and abilities. Chomsky has some objections to this view. I argue that the objections are unsuccessful (pp. 92-3). 


� I consider one version of the idea – that “the structure rules of the language are represented and used as data by the processing rules of language use” (p. 57) – and argue that it lacks any significant support and is implausible; that is a consequence of my second major conclusion (p. 272). But this version of the idea has no more appeal to Collins than it does to Smith and Slezak; see section 4.2 below. Another version of the idea might be that the structure rules used as data in language processing are embodied but not represented. I did not consider this version because it strikes me as psychologically incoherent, for reasons similar to those against the view that intuitive linguistic judgments might be derived from embodied but unrepresented rules (pp. 117-19).


� For evidence of this view, see the discussion of my “third methodological point”, pp. 36-7, 62-84, 196. For evidence of its waning in psycholinguistics, see pp. 230-41.


� My disagreements with Bob Matthews (2006) on this matter is even smaller, perhaps nothing but rhetoric (2006b: 577-80).


� Consider, for example, Dwyer and Pietroski (1996: 350), Smith (2001: 284; 2006: 441-2), Laurence (2003: 87-8), and Rattan (2006: 508).


� Collins mentions another cognitive phenomena that grammars might explain: speaker’s intuitive judgments (p. 420). I argue, in effect, that grammars have very little role in explaining these (pp. 119-20). My central disagreement with Chomskians over intuitions is over their source. Where Chomskians claim they are derived from the language faculty, I argue that they are the product of central-processor reflection on data (pp. 95-121; 2006b: 594-7). In particular, I argue that we have no idea how embodied but unrepresented linguistic rules could yield these intuitions (pp. 117-19). I would argue that we have even less idea how Collins’ system that merely “internally respects” those rules could yield the intuitions. Collins has some typically scathing criticisms of my discussion of intuitions (pp. 421-2). I think these are misguided but must leave showing this to another time except for noting that I have argued against his analogy with vision (pp, 112-14).


� All such unidentified references are to Slezak 2007.


� Note also that Slezak’s section 2 begins (p. 2) by criticizing a remark of mine (p. 16) about the lack of controversy on the conception issue as if it were about the lack of controversy on the reality issue. I pointed this out in my comments on Slezak 2006, apparently to no effect.


� Later I am alleged to attribute “an implausible doctrine according to which a speaker is supposed to know a grammar in the theorist’s sense of the term” (p. 10). Even if I had attributed RT, its talk of knowledge being “tacit”, “unconscious”, and in “the language faculty” shows that this allegation is false. I pointed this out in my comments, apparently to no effect.


� The evidence I offer includes many quotes, for example the following: “it is proper to say that a person knows that R, where R is a rule of his or her grammar” (Chomsky 1986: 268). In contrast, neither Smith nor Slezak bother to produce a single quote to support their repeated insistence that Chomsky rejects RT. They simply pronounce that he does.


� On the interpretative issue I must come briefly to the defense of Georges Rey who is also the butt of Slezak’s scorn (p. 4, n. 4; p. 9; pp. 11-12). His sin is committed in an exchange with Chomsky over the place of intentionality in Chomsky’s linguistics (Rey 2003a; Chomsky 2003; Rey 2003b). I did not taken a stance on how right Rey was – Slezak seems to find it shameful that I did not dissent (p. 4, n. 4) - but I do know that Rey’s views reflect the most meticulous scholarship, and a very conscientious attempt to get to the bottom of this matter in a vast email exchange with Chomsky. He deserves praise not scorn, even if one disagrees with his conclusion.


� In a note comparing my view with Christopher Peacocke’s I conclude: “I do not take [a grammar] to be real simply in virtue of its meeting the Respect Constraint. But this difference may be just verbal” (p. 67, n. 6). Slezak comments that, “arguably, this footnote vitiates the rest of Devitt’s book” (p. 23). I assume that Slezak thinks that it may vitiate my case for the linguistic conception. It doesn’t; see my discussion of Robert Matthews (2006b: 577-80).


� Despite this, Slezak charges me with “epiphobia” and “methodological dualism” (pp. 17-18)! In my comments on his earlier draft, I pointed out that he cites no evidence for these charges. He still doesn’t.


� I pointed this out in my comments on the earlier version of Slezak’s paper (2006), apparently to no effect.


� Matthews (2006), Rattan (2006), Pietroski (2007), and Higginbotham (2007) are four others who criticize my conclusion without addressing the argument.


� Collins “can see no argument” (2007: 419). Smith’s reponse at a recent Author-Meets-Critics session on Ignorance indicates that he can’t either. I leave it to the public to decide whether what is summarized in section 2 constitutes an argument.


� Parts of an earlier version of this paper were delivered in July 2007 at the Adelaide conference of  the Australasian Society for Cognitive Science and in response to Slezak at a “Symposium on Linguistics and Philosophy of Language” at the University of New South Wales.
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